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Abstract. Social network-based systems, also known as Friend-to-Friend 
(F2F) systems, are a promising approach to develop backup solutions that 
provide high reliability with a much lower consumption of bandwidth and 
storage than P2P ones. F2F backup systems can use two data redundancy 
strategies to handle peer failure events, namely: replication and erasure 
coding. In this paper we evaluate the use of these alternatives to handle 
failures in F2F backup systems. The assessment is conducted using a new 
metric named recoverability slowdown. The proposed metric represents how 
efficiently one can restore the data lost due to the occurrence of failures. Our 
aim is to determine which data redundancy scheme constitutes a more 
balanced solution in terms of recoverability slowdown under different network 
bandwidth capacities and storage overhead levels. The simulations we have 
performed indicate that an increase on the storage overhead leads to better 
values for the backup recoverability slowdown when using the replication 
technique, while it leads to worse values when using the erasure coding 
technique. Moreover, using enough redundancy, replication can achieve 
results that are close to the optimal case for recoverability slowdown, while 
the best performance achieved by erasure coding is not larger than 87% of the 
optimal case. Nevertheless, for relatively low values of storage overhead, 
erasure coding outperforms replication. 

1. Introduction 
Performing backup of data is relevant to all computer users. Nevertheless, only a small 
portion of them conduct this management activity in an appropriate way. While 
hardware failures make it unwise to use free disk space to backup files stored in the 
same device, excess disk space can be used to backup files from other computers. 
Furthermore, the capacities of modern hard disks have outgrown the needs of most 
home users, leaving them with plenty of idle storage space [Douceur and Bolosky 
1999]. These facts suggest the organization of collections of PCs into a distributed and 
collaborative system providing a mutual backup service. In fact, some P2P systems 
based on this idea have been recently proposed [Landres et al. 2004, Cox et al. 2002, 
Batten et al. 2001]. 
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 These systems have aimed at building reliable storage from unreliable 
components. Inevitably, backup copies can be compromised by permanent failures 
suffered by these components. Reliability is a measure on the likelihood of data being 
permanently lost or corrupted, formally defined as the probability of the survival of at 
least one copy of data for a specified period of time t. This definition makes a clear 
distinction between permanent failures (when the data is definitely lost) and transient 
ones (when the data remains inaccessible for a limited period of time). Thus, to be able 
to control reliability, a system needs to be concerned about all the failures that may 
permanently compromise the access to its functions. P2P storage systems replicate data 
to provide high reliability in the presence of failures. This is done in such a way that 
every time a copy is lost, new copies of the data are made on other peers. It is no 
surprise that performing such copies, however, may consume large amounts of 
bandwidth, turning reliability an expensive commodity [Blake and Rodrigues 2003]. 
Anonymous P2P systems are highly vulnerable to the participation of free riders, 
particularly if they do not implement an incentive mechanism to promote cooperation 
[Dingledine et al. 2003, Acquisti et al. 2003]. Free riders can liberate storage space 
simply by removing backup data of other peers stored in their computers, compromising 
the backup reliability. Finally, anonymous P2P systems or systems in which new 
identities can be cheaply obtained are susceptible to white-wash and Sybil attacks 
[Pontes et al. 2007]. As a consequence, distributed backup systems in which peers are 
anonymous must assume that peers are not trustworthy and, therefore, require an 
increased storage overhead to deal with free riding. This also implies that more 
bandwidth must be used to create new copies of data, turning reliability even more 
expensive. 

 By using a social network to form a P2P system instead of anonymous peers, 
interactions with possibly malicious peers are prevented or at least minimized [Sabater 
and Sierra 2002, Marti et al. 2004, Staab et al. 2005, Pouwelse et al. 2006]. Thus, a 
friend-to-friend (F2F) backup system will have a low incidence of free riding, allowing 
it to provide high reliability with a much lower consumption of bandwidth and storage. 
Li and Dabek (2006) have derived an analytical model for F2F systems. They evaluated 
the model and showed that this assumption drastically reduces the maintenance 
bandwidth required.  

 F2F backup systems can use two data redundancy techniques to handle peer 
failures: replication or erasure coding. Comparing how erasure coding can provide a 
more robust solution in terms of efficient usage of network resources in file systems 
than replication is a topic that has been widely researched. Despite the abundant 
literature, no definitive choice has been universally agreed upon, and no easy rule of 
thumb has been devised to guide system designers. While these researches have focused 
on ensuring data availability and reliability, we propose the use of recoverability 
slowdown as another performance metric to analyze and compare data redundancy 
techniques and their efficiency in F2F backup systems.  

 Recoverability slowdown represents how efficiently one can restore the data lost 
due to the occurrence of failures, while reliability is concerned with whether the backup 
is recoverable or not, recoverability expresses how quickly a backup can be recovered. 
The ability to recover quickly from a system failure or disaster depends not only on 
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having backup copies created of one’s data, but also on having an efficient system that 
appropriately recovers data on the highly dynamic environment of F2F backup systems. 

Thus, our objective is to determine if a F2F backup system can truly meet the time 
frames expectations for data recovery. In particular, the recoverability analysis uses a 
failure model that is appropriate to represent the failures to which a F2F backup system 
is subject. We simulate different scenarios, using statistical distributions observed from 
traces extracted from live P2P systems. Diversity and dynamics of peers of real P2P are 
also considered in the simulations. Finally, we discuss several aspects of a F2F backup 
service based on social networks, called OurBackup.  

 The rest of the paper is organized as follows. In Section 2 we provide 
introductory information concerning social networks and present some benefits of social 
networks in a backup system. In Section 3 we give a brief overview of the two data 
redundancy techniques evaluated. The recoverability slowdown metric is presented in 
Section 4, while in Section 5 we describe its use in evaluating F2F backup systems. In 
Section 6 we discuss some related work, while a brief overview of the OurBackup 
system is presented in Section 7. Finally, in Section 8 we present our conclusions and 
indicate the future steps of this work. 

2. The Role of Social Networks 
Social networks are representations of existing relationships between people or 
organizations [Barnes 1972]. People become related in different levels, both 
qualitatively and culturally. These relationships are associated to social rules, which 
portray the way each human being (or organization) is inserted in a community. The 
communities also have a set of rules, which are collaboratively determined by their 
members. Thus, the social networks are systems capable of congregating individuals 
and institutions in a decentralized way. 

 With the advent of the Internet, tools that offer new forms of relationship, 
communication and organization have emerged. Instant messaging systems (e.g. Yahoo, 
MSN, ICQ) monitor the users’ friends to inform their connectivity status (e.g. on-line, 
off-line). Relationship sites, like Orkut, Friendster, Facebook and LinkedIn, allow the 
construction of new relationships and communities. These tools have allowed 
relationships in the real world to have representations in the virtual world, under the 
same social rules. 

 Social networks are valuable in the development of computational systems 
because they capture reliable relations between entities of the real world. These 
relations may be used to improve the efficiency and trustworthiness of reputation 
mechanisms [Sabater and Sierra 2002], routing and placement solutions [Marti et al. 
2004] and file sharing systems [Staab et al. 2005]. 

 In a P2P backup system, recovery time depends on the available bandwidth, on 
the size of the backup set, and on the time peers stay on-line while the recovery is 
performed. Here, again, the social network shows its benefits. We can expect that the 
probability of a friend being connected to the system is influenced by the social 
network. Users stay on-line because they want to help their friends as much as they 
want to be helped by them. Wright and Ayton (2005) have observed that one’s 
experiences of regret impact on one’s subsequent thinking and behavior. They showed 
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that students when imagine themselves in a scenario in which they need to regularly 
make backup, they choose to improve their backup process to avoid a negative outcome. 
Hence, we can accept that friends are more likely to feel regret if they remove their 
friends’ backup than they would in relation to anonymous peers’, therefore decreasing 
the probability of a backup to be corrupted due to free riding events. Moreover, friends 
can be contacted using out-of-band communication channels such as phone, email, or 
instant messaging systems and asked to connect to the system when help is required. 
Furthermore, if a friend goes off-line, it is also possible to use out-of-band information 
to determine whether the nature of the failure is permanent or transient. In a sense, we 
can consider the users of a F2F system to be part of it, in the so-called social layer. 

3. Data Redundancy Techniques 
In F2F backup systems, it is a challenge to satisfy reliability and recoverability 
requirements due to the autonomic and unexpected behavior of peers. Usually, peers are 
under control of individual users who turn their machines on and off at their discretion. 
In spite of the existence of such independent and unexpected behaviors, data 
redundancy techniques allow F2F backup systems to ensure reliability and 
recoverability, even if participant peers are not connected all the time and may 
experience permanent faults. Two techniques of data redundancy typically used on 
storage systems are replication and erasure coding.  

 Replication is the simplest redundancy technique. Using replication, a system 
stores k exact copies of the data on distinct nodes. The erasure coding technique 
provides redundancy without the overhead of strict replication. Erasure coding divides a 
file into b blocks and recode them into k×b blocks with overlapping redundancy, which 
are then distributed to distinct nodes. The key property of erasure coding is that the 
original file can be reconstructed from any b blocks out of the k×b recoded blocks.  

 In both cases, the cost of the F2F backup system is determined by the storage 
overhead (k). When replication is used, k is the number of copies of the data. For 
erasure coding, k is the expansion factor (i.e. amount of redundancy added to the file) 
used in the codification of the blocks. Erasure coding also defines b as the amount of 
blocks generated in the coding of the file. The values of k and b are defined based on 
the reliability and recoverability requirements specified and on the maximum permanent 
failure rate expected for the system. Their values are chosen a priori, i.e., before failures 
occur. Thus, as we do not know which copies will be compromised due to failures, all 
we can do is to assume that the copies and the blocks fail permanently with probability 
f. 

 The choice between the two techniques has been the subject of numerous studies 
and publications [Lin et al. 2004, Weatherspoon and Kubiatowicz 2002, Rodrigues and 
Liskov 2005]. Lin et al. (2004) have analyzed and compared the data availability of 
these two data redundancy approaches performing a series of experiments to measure 
how erasure coding and replication respond to changes in peer availability. They have 
also studied the storage overhead these redundancy schemes impose. They concluded 
that erasure coding works better than replication when the peer availability is high, and 
vice versa. Their availability formulae can be easily derived to evaluate reliability 
requirements. It is necessary only to switch the peer availability for the peer failure 
probability.  
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 While research on data redundancy techniques has focused on data availability 
and reliability, we focus on recoverability, instead. In the following sections, we 
analyze how replication and erasure coding affect recoverability requirements for F2F 
backup systems.  

4. Recoverability Slowdown 
The recoverability attribute more referenced in literature is the Mean Time to Repair 
(MTTR) [Kraus 1988]. MTTR is the expected time to recover a system from a failure. 
Similar to MTBF (Mean Time Between Failures), MTTR is typically expressed in 
hours. While MTTR impacts availability, it does not impact reliability. In a F2F backup 
system, MTTR is the recovery time of a backup, which is the time to perform the 
download of the entire backup. The best possible (optimum) recovery time is given by 

d
S , where d is the download capacity of the peer that is recovering the backup and S is 

the size of the backup to be recovered. 

 Note that an optimum recovery time is only achieved when there is backup data 
available that can be downloaded at the maximum rate d. In a F2F system, this might 
not always be the case. The number of peers that are on-line, as well as their upload 
capacity, ultimately defines the rate with which the requesting peer recovers its backup. 

 To gauge the recoverability of a system in a way that is independent on the 
capacity of the recovering peer, we define a new metric, named the recoverability 
slowdown (R), 0 < R ≤ 1. R is defined as the relation between the optimum recovery 
time and the actual recovery time (RT) of a backup:  

dRT
S

RT
d
S

R
×

=
⎟
⎠
⎞

⎜
⎝
⎛

=  (1) 

 Hence, R expresses how close or far from the optimum a given system is. The 
closer R is to 1 the better the system. 

5. Recoverability Analysis 
The backup recoverability is affected by a large spectrum of factors. For example, 
whenever a peer becomes off-line, the data it stores becomes inaccessible, temporarily 
disabling the recovery of backups and, as a consequence, increasing RT. It is difficult to 
model each possible event that can impact the backup download process. Moreover, 
these events greatly vary with regards to their values. Studies carried out by Saroiu et al. 
indicated that the set of peers participant of the systems Napster and Gnutella is 
heterogeneous with respect to many characteristics: capacity bandwidth, latencies, 
lifetime, shared data etc. [Saroiu et al. 2002]. In fact, values vary between three and five 
orders of magnitude among peers. 

 Simulation normally allows modeling a system much closer to reality than an 
analytical model, increasing the significance of the results. Scenarios of simulation in 
which we vary different characteristics of peers (e.g. upload and download capacities) 
and their backup datasets (e.g. file sizes) allow us to verify the influence of each 
parameter in the backup recoverability. We, therefore, opted to study the backup 
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recoverability slowdown metric by considering dynamic environments in a simplified 
model and simulating this model using information from real traces extracted from live 
P2P systems. 

5.1. Simulation Model 

We have developed a discrete event simulator, on which the typical entities of the 
backup recovery process are modeled. In each simulation run, a peer is either a 
consumer or a provider. A peer acts as a consumer when it submits backup recovery 
requests to others peers. It acts as a provider when it receives and takes care of recovery 
requests. We believe that the probability of two or more consumers belonging to the 
same social network recover a backup simultaneously is negligible small. Thus, for the 
sake of simplicity, we assume that there is a single consumer and that all other peers are 
providers, collectively storing the backup set of the consumer peer. 

 The behavior of providers is determined by the states it can assume: UP (i.e. the 
provider is online), DOWN (i.e. the provider is offline) and FAILED (i.e. the provider 
failed permanently; this can happen because of a disk crash, for instance). The 
consumer peer can only submit backup recovery requests to the providers which are in 
the UP state. When there is more than one provider in the UP state, the consumer adopts 
a greedy approach, requesting data transfers from all online providers.  

 All providers store the same amount of data; however, the stored content varies 
depending on the data redundancy technique applied. When replication is used, all peers 
store the same content, which is a complete backup of the dataset. When erasure coding 
is used, peers store different data sets, because the applied codification process results 
in the creation of blocks with distinct contents. In this case, each peer stores one 
codified block of each file.  

 We consider the file concept in the simulator to verify the impact of the 
differences in content between peers. Instead of having a single block of data that 
represents, for example, a backup of 10GB, we have a set of several files that together 
sum 10GB of data. The file size distribution was based on studies performed by 
Crovella et al. (1998). They estimated the distribution of file sizes of the UNIX file 
system as a Pareto distribution with parameters α=1.05 and β=3,800. 

 The availability pattern of the peers was based on empirical observations 
performed by Stutzbach and Rejaie (2006). Their observations suggest that the Weibull 
distribution (shape, scale) provides a good model for the length of peer sessions, 
representing a compromise between the exponential and Pareto distributions. Based on 
their empirical data we used a Weibull distribution with shape=0.59 and scale=40 to 
generate the join and leave events that will lead peers to assume the UP and DOWN 
states, respectively. 

 Another factor that affects the result of the simulation is the peer bandwidth. Our 
values are based on the service provided in Brazil. All the providers and consumers use 
the same bandwidth capacity. This simplification was based on data from the Comitê 
Gestor da Internet no Brasil (CETIC), which indicates that most of Internet users have 
the same capacity [CETIC 2008]. We believe this represents an approximation of the 
average case of the real world. Moreover, varying the bandwidth capacity would not 

964 26° Simpósio Brasileiro de Redes de Computadores e Sistemas Distribuídos



  

result in significant changes, since we used a normalized metric that reduces the impact 
in the measurements of the bandwidth actually used. 

 As the ADSL (Asymmetric Digital Subscriber Line) technology is so 
widespread, we assume that upload capacity (u) differs from the download capacity (d). 
Moreover, when the sum of the providers’ upload bandwidth overreaches the 
consumer’s download bandwidth, a bandwidth partitioning procedure is applied. A 
smart download bandwidth division can improve the recoverability of the backup, when 
the sum of the upload bandwidth of all on-line peers is larger than the download 
bandwidth of the requesting peer. Instead of performing an even division of the 
bandwidth, we prioritized peers that remain connected to the system for longer periods. 
This is done by aggregating the remaining session time of all providers to calculate the 
percentage of each provider in relation to the whole session time. This percentage is 
then used to decide the size of download portions that the providers will receive. The 
session time of each provider can be gathered by tracking the peers’ join and leave 
history. In the simulator this is provided by an oracle which has knowledge about the 
overall system. Thus, the bandwidth division is proportional to the session time of each 
peer.  

 The execution of a simulation scenario is composed of the workload, a set of 
providers that store backups and a consumer interested in the recovery of the backup. 
The workload is defined by three parameters: dataset size to be recovered (S), storage 
overhead (k) and erasure coding fragmentation (b). Values of k and b vary from 1 to 10 
units. The amount of providers is defined by k and k×b for replication and erasure 
coding, respectively. Note that keeping the same number of providers for the erasure 
coding case, by allocating several blocks/copies of the same file in a provider, reduces 
the backup reliability, since the failure of one provider will corrupt k > 1 blocks/copies. 

5.2. Failure Model 

F2F backup systems are subject to occurrence of failures. According to studies of the 
Ontrack Data Recovery [OnTrack 2007], a North American company specialized in 
data protection, the main causes of data loss are: disk failures (56%), human error 
(26%), software bugs (9%), viruses (4%) and disasters (2%). Thus, we can expect that 
failures in a social network-based P2P backup system are dominated by disk failures.  

 One of the most common models to represent the time to fail is the exponential 
distribution [Kraus 1988]. The function that describes the probability of occurrence of 
disk failures for a finite interval of time Δt is given by [Kraus 1988]:  

 )/(1)( MTBFtetf Δ−−=Δ , (2) 
where Δt indicates the time of interest (e.g. the necessary time to recover the backup), 
and MTBF (Mean Time Between Failures) represents the mean time between disk 
failures. The disk failure time used in our simulations was generated through the 
exponential distribution with the parameter 1/MTBF. We considered, in our analysis, an 
MTBF of 300,000 hours that represents a pessimistic hypothesis of MTBF [Maxtor 
2007]. 

 This function represents a random variable that indicates the probability of 
failure of the providers’ disk during backup recovery. When a disk failure occurs in a 
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provider, we assume that stored backups are corrupt and should therefore be ignored by 
the consumer in the recovery process. Since the simulations aimed to establish the 
backup recovery time, once a consumer has completely recovered the backup, the 
simulation process is finalized. Therefore, it may be possible that this happens before a 
disk failure occurs. Nevertheless, we considered the occurrence of disk failure events 
because we wanted to verify the influence of these events on the recoverability of F2F 
backup systems.  

5.3. Results 

For each scenario simulated we have performed enough executions to produce results 
with a 95% confidence level and an error smaller than 5%. Figure 1 shows the results 
obtained by simulating six different scenarios using replication as the redundancy 
technique. These scenarios represent different backup dataset sizes and bandwidth 
capacities. A surprising result is that scenarios with d = 300 Kbps and u = 150 Kbps 
provided better recoverability slowdown than scenarios with d = 1 Mbps and u = 300 
Kbps. This happens because for larger bandwidth values, there is a higher probability of 
not enough providers to be available to entirely allocate the download channel of the 
requesting peer. If we increase the consumers' download capacity without a proportional 
increase on the providers' upload capacity, the probability that a consumer does not use 
completely its download capacity raises and, consequently, the recoverability is 
reduced. 

 
Figure 1. Backup recoverability slowdown using replication 

 An expected result we can also observe analyzing Figure 1 is that backup 
recoverability slowdown improves as storage overhead increases. When using 
replication, all providers store the same content, allowing the consumer to recover 
backup from any set of peers and also resuming download processes interrupted from 
any peer. Amongst the presented scenarios, we can observe that the recoverability 
slowdown gets very close to R = 1 for k = 10, meaning that a practical backup system 
can get close to the optimum recovery time even in a highly dynamic environment. 

 However, one must remember that a better recoverability slowdown does not 
necessarily imply in a smaller RT. Figure 2 shows the RT gotten through simulation of 
the same scenarios presented in Figure 1. Analyzing these results, one can observe two 
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obvious behaviors. First, the RT improves as the peers’ bandwidths increase; this 
happens because the amount of data that peers can transfer increases. Secondly, the RT 
increases linearly in respect to the backup dataset size. 

 
Figure 2. Recovery time using replication 

 Regarding erasure coding, increasing the k and b values does not necessarily 
result in a recoverability improvement. Different from replication, when using erasure 
coding it is necessary to recover at least b complete blocks to completely recover a file. 
As each peer stores different data content, it is not possible to restore the data 
transference from another peer. Moreover, the amount of providers that can participate 
of the download process increases, because there are k×b peers storing the backup data. 
This raises the probability that the sum of providers’ upload bandwidth overreaches the 
consumer’s download bandwidth and, as a consequence, increases the time needed to 
download a complete block. 

 
Figure 3. Backup recoverability slowdown using erasure coding 

 Figure 3 shows the results obtained by simulating ten different scenarios using 
erasure coding. Analyzing these results, we can observe that the backup recoverability 
slowdown decreases as storage overhead increases. Again, this happens because, when 
the storage overhead increases, the probability that the consumers’ download bandwidth 
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is surpassed by the sum of the providers’ upload bandwidth also increases. 
Consequently, smaller bandwidth slices are allocated to each provider, while the total 
amount of data that needs to be recovered keeps constant. The smaller the portion of the 
download bandwidth allocated, the longer is the time necessary to recover a block and 
the higher is the probability of a provider becoming off-line, interrupting the 
transference process. Since blocks have distinct contents, it is not possible to re-
establish interrupted transferences from a different provider; consequently the recovery 
of a file only happens when b blocks are entirely recovered. Naturally, once b blocks 
have been fetched, all the other unfinished transferences related to this file are 
discarded, decreasing the consumer aggregated transference rate.  

 Furthermore, recoverability slowdown keeps relatively steady for most cases as 
block fragmentation increases. Similarly to k, when the value of b increases, the amount 
of providers also increases, raising the probability of the sum of the providers’ upload 
bandwidth overreaches the consumer’s download bandwidth. However, the amount of 
data that needs to be fetched from each provider (S/b) decreases, because when there is 
an increase on the block fragmentation, there is also a decrease on the size of the blocks 
to be codified. 

 Finally, analyzing Figure 4, we can compare the recoverability slowdown of 
replication and erasure coding, obtained through simulation. We perceive that for k < 5, 
erasure coding offers better recoverability than replication. This happens because 
smaller values of k reduce the probability of having providers on-line, increasing thus 
the necessary time to recover a backup. However, for k > 5, the replication technique 
surpasses erasure coding, regarding the recoverability slowdown metric. 

 
Figure 4. Replication versus erasure coding 

5.4. Discussion 

The analysis of data redundancy techniques to support F2F backup systems allows us to 
provide a better understanding of when erasure coding or replication outperforms one 
another in respect of recoverability slowdown. Surprisingly, our results indicate that, for 
the case of erasure coding, an increase on the storage overhead leads to worse values for 
the backup recoverability slowdown. Moreover, provided that enough redundancy is 
used, the recoverability slowdown achieved by replication is close to 1, the optimal 
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value, while the best performance achieved by erasure coding is not larger than 0.87. 
Nevertheless, for small values of storage overhead (k < 5) erasure coding still offers 
better recoverability than replication. 

 However, it is important to remember that to provide storage overhead greater 
than one, the nodes of collaborative backup system must donate an amount of resources 
that is directly proportional to k. Therefore, the use of erasure coding is presented as an 
alternative to increase the recoverability slowdown without increasing the consumption 
of resources. 

6. Related Work 
There are several proposals of P2P systems [Landers et al. 2004, Cox et al. 2002, Batten 
et al. 2001] that exploit unused storage space to backup data. Most of them aim to build 
a large-scale, reliable and available backup system from many small-scale unreliable, 
lowly-available distributed hosts. 

 As mentioned before, these related systems assume anonymous peers, making it 
difficult to differentiate between permanent and temporary departures. Therefore, they 
have to consider all departures as permanent failures, resulting in higher peer failure 
rates. As a consequence, maintaining high reliability becomes as costly as maintaining 
high availability, and therefore, like P2P storage, P2P backup systems are doomed not 
to work [Blake and Rodrigues 2003].  

 Li and Dabek (2006) have demonstrated the feasibility of using social networks 
in P2P systems. However, their work does not present any study about the recovery 
time of backups or which data redundancy technique is better suited for social network-
based P2P backup systems. Backup systems have their performance measured in terms 
of the backup time as well as the recovery time. In this work we performed a simulation 
analysis to assess the performance and the feasibility of F2F backups systems using 
different data redundancy techniques. 

 Comparisons of the erasure coding and replication techniques have been the 
subject of several studies reported in the literature. Rodrigues and Liskov (2005) 
focused on comparing erasure coding and replication concerning DHTs, and they 
concluded that when peer availability is high, replication is preferred, whereas in 
scenarios where peer availability is low erasure coding is the preferred scheme. 
Weatherspoon and Kubiatowicz (2002) quantitatively compared these data redundancy 
techniques in terms of bandwidth usage and storage overhead. They concluded that 
erasure coding uses an order of magnitude less bandwidth and storage than replication. 
Lin et al. (2004) conducted a series of experiments to measure how erasure coding and 
replication respond to changes in peer availability, as well as the storage overhead each 
of these redundancy schemes imposes. However, none of them focused on comparing 
data redundancy schemes in terms of recoverability. 

7. The OurBackup Solution 
We explored the idea of a F2F backup system with the construction of OurBackup. 
OurBackup is a P2P backup system based on social networks. It allows a user to use 
friends' free storage space to backup her own files and to donate space to let her friends 
backup their files on her PC. Users register themselves in OurBackup and take the 
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responsibility of constructing their own social network. This process is not different 
from that used by widely known social network systems like Orkut, Friendster, 
Facebook and LinkedIn. A search engine helps the user finding and inviting friends. As 
soon as invitations are accepted, the OurBackup agent is able to use friends’ donated 
space to backup the user’s files and vice versa. OurBackup uses a public key 
cryptographic system and hash checksums to encrypt and secure all backup data. Hence, 
although data is copied to friends’ computers, no friend is able to read or modify it. 

 The OurBackup architecture consists of a central server and agents. The server 
is responsible for managing users and their social networks providing the authentication 
services and the maintenance of security copies of all the vital information of the system 
(e.g. backup metadata and users’ social networks). Agents are responsible for the 
execution of backups, and are partially independent from the server: each agent operates 
with metadata stored at a local catalog, and periodically synchronizes with the server. 
Users can interact with OurBackup from agents installed at any machine. If the user is 
not at her machine, the agent fetches metadata directly from the server. This allows a 
user to recover backups in case of machine crashes. Backup copies are transferred 
directly between agents. 

 We designed OurBackup to support both replication and erasure coding. The 
major difference in OurBackup design is the unit of data sent out to peers during back 
up and retrieval: replication uses copies and erasure coding uses blocks. Moreover, 
erasure coding needs decomposition and reconstruction methods for files to go from file 
to block and vice versa. Because of its greater simplicity, we initially implemented the 
OurBackup using replication, however, in a future version we will also assess the 
introduction of erasure coding. 

8. Conclusions 
In this work, we proposed a new recoverability metric to evaluate backup systems. We 
used this metric to analyze the impact of using two different data redundancy 
techniques, namely erasure coding and replication, in a social network-based backup 
system. Our analysis considered a set of relevant parameters for backup systems, such 
as storage overhead levels, bandwidth capacities, peer dynamics behaviors and node 
failure probability. 

 The results we presented showed that increasing the storage overhead does not 
always imply in an improvement on the recoverability slowdown achieved. In 
particular, when the replication technique is used, the expected improvement in the 
recoverability slowdown is obtained as the storage overhead increases, while in the case 
of erasure coding the behavior is the opposite. Nevertheless, replication provides worse 
backup recoverability slowdown than erasure coding for relatively low values of the 
storage overhead (k < 5). 

 Another surprising result was that when upload capacity differs from the 
download capacity, increasing the bandwidth will not result on a linear improvement of 
the recoverability slowdown. This behavior happens because not always the consumer 
peer obtains enough peers to completely fulfill its download capacity.  

 There are several interesting issues left for further studies. The analysis in this 
paper assumed that all the peers have the same failure probability. The study of backup 
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recoverability when peers have different failure probability is an interesting direction. 
As pointed out by many others, the failure events may be correlated to each other 
[Bhagwan et al. 2003].  
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