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Abstract. Policy-based management and QoS monitoring are both tasks related
to the management of modern QoS-enabled network. Although related to
each other, these tasks are currently executed in a non integrated fashion.
This paper presents an architecture that integrates policy-based management
and QoS monitoring through the extension of the original IETF policy-based
management architecture. The main advantage of using our proposed approach
is that network administrators are freed to execute other tasks, while the
QoS-enabled network is still monitored. Another advantage is that we are
monitoring policies and verifying if they are respected in the network even after
its deployment, which is a new feature absent in the IETF solution.

1. Introduction

The provisioning of QoS facilities in computer networks is intended to introduce levels
of guaranties that are absent, for example, in the IP best-effort approach. Different
QoS architectures have different accuracy for the provided services, which leads to a
scenario where the expected QoS may not be always properly provided by the underlying
architecture. In this context, QoS monitoring [Eder and Nag, 2001] is required to verify
the observed QoS and compare it with the expected/contracted QoS.

In a policy-based network, the expected QoS is defined by policies that
orchestrate the network behavior. The Internet Engineering Task Force (IETF) has
standardized several elements of a Policy-Based Network Management (PBNM) system
[Moore et al., 2001], in which policies are defined using high-level languages, stored in
policy repositories, deployed with the help of Policy Decision Points (PDPs) and enforced
by Policy Enforcement Points (PEPs) [Westerinen et al., 2001]. In the IETF approach,
once a policy is successfully deployed, the PBNM system no longer checks the policy
behavior, and the QoS defined in the policy is assumed to be provided by the network.

In fact, that is not always true. The underlying QoS provisioning architecture
can be unstable or face problems, and the expected QoS may not be achieved. In
order to verify QoS degradation in real management environments, today, the network
administrator monitors the network and determines the provided QoS. Such QoS is then
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manually compared with the QoS defined by the network policies. Finally, if differences
are found, the administrator proceeds with actions to lead the underlying architecture to a
consistent state.

To date, policy definition and deployment, and QoS monitoring are tasks executed
separately by the available solutions [Granville et al., 2001]. Also, as shown before, the
verification of the provided QoS against the QoS defined by the network policies is left
to the network administrator. In this context, automation of QoS-policy monitoring and
integration among the cited tasks are required from the network management point-of-
view.

In this paper we propose an approach (and a system) for QoS monitoring,
where policy definitions are input data used to check the observed QoS. When a QoS
degradation is detected, our monitoring system notifies an SNMP-enabled manager
using InformRequest messages. The system’s architecture is internally divided in QoS
monitors and QoS monitoring controllers. Each QoS monitoring controller controls
several QoS monitors that collect data from the network. Such data is compared with
the policies translated by the controller, and if degradations are detected the monitoring
controller notifies the SNMP-enabled manager. The communication between controllers
and monitors is also SNMP-based. The main goal here is to provide a solution that
integrates QoS monitoring and PBNM in a unique management environment.

The remaining of this paper is organized as follows. Section 2 reviews QoS
monitoring and policy-based management, while Section 3 introduces the proposed QoS
monitoring system. The solution’s internal architecture and communication are described
in Section 4. Finally, Section 5 concludes de paper and outlines future work.

2. Related Work

Several monitoring systems have been proposed and are widely available. Some systems,
like NetSaint [Ballard, 2001] and MRTG [Oetiker, 1998], verify services availability
using SNMP-based polling, but such systems introduce management messages that
consume network resources. Other systems, like ntop [Deri et al., 2001] and NeTraMet
[Brownlee, 1997], operate as network sniffers watching the network traffic without
introducing management messages. Even in this case, some management messages will
exist to provide communication between the monitoring system and the management
station. RMON and RMONZ2 [Waldbusser, 1997] are also examples of such systems.

Although the amount of available monitoring systems is expressive, specific
QoS monitoring systems are not. IETF has been working in QoS monitoring-related
issues, and its rmonmib working group has proposed the Application Performance
Measurement (APM) MIB [Waldbusser, 2001] and the Application Response Time (ART)
MIB [Warth and McQuaid, 1999]. The general approach is to extend the RMON MIB
to provide information about end-user perceived application performance (APM MIB)
and network provided services performance (ART MIB). An SNMP-enabled manager
retrieves performance information and checks if the observed performance is consistent
with the contracted QoS. Although such MIBs are still IETF drafts (ART MIB is
currently an expired draft), some implementations can be already found [Systems, 2001].
Tham, Jiang and Ko [Tham et al., 2000] have developed important work defining QoS
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monitoring schemes that are able to retrieve not only flow end-to-end QoS, but also the
per hop QoS experienced by a flow within a network. This is possible because several QoS
monitors are deployed in diverse network segments. The monitors are coordinated by a
higher level entity that collects monitored flows information and calculates the provided
QoS in each network segment [Jiang et al., 2000]. From a policy-based perspective, one
important drawback about these QoS monitoring systems is the fact that no integration
with policy-based systems is provided.

Policy-Based Network Management (PBNM) has been seriously investigated.
Universities, standardization bodies and network device providers are running research
projects about several PBNM issues, from formal aspects (like definition of policy
description languages [Lobo et al., 1999] and mechanisms to detect/solve policy conflicts
[Lupu and Sloman, 1999]) to more concrete aspects (like prototype implementation and
complete PBNM systems [Coelho et al., 2001]). Several works have been already
published in important international management events like NOMS and IM. In 1999, the
first whole policy-oriented workshop was conceived (POLICY 99), followed by POLICY
2001 and POLICY 2002.

PBNM systems have several functionalities and among them one can find: policy
definition, policy translation and policy deployment verification. Once a policy is
defined (ideally using a high level abstract language) a translation element (a Policy
Decision Point - PDP) is supposed to translate such policy to device-specific actions, i.e.
translations are required to deploy the policy into the network devices. Policy verification
is needed because the policy deployment may fail due to lack of resources or device
unavailability, among other reasons [Lupu and Sloman, 1999]. If the policy deployment
fails, the PDP notifies the management station, but once the deployment succeeds no
further policy verification is performed by the PBNM system.

A critical problem with PBNM and QoS monitoring is the lack of integration.
To check if a policy fails after its deployment, the network administrator is forced to
activate a separated QoS monitoring system to retrieve the real QoS provided by the
underlying QoS architecture. Then, a comparing procedure is manually executed by the
administrator to check QoS degradations, using as input data the policy definition and the
collected QoS information. In this context, we believe that QoS monitoring and PBNM
integration is important for the verification of QoS degradation in an automated fashion.
The QoS monitoring system presented in this paper is designed to provide an automated
QoS verification based on network policies.

3. Policy-Based QoS Monitoring System

According to the IETF work, a typical PBNM system is composed by 4 main elements
[Moore et al., 2001]: management application, Policy Repository, Policy Decision Point
(PDP) and Policy Enforcement Point (PEP). The management application provides the
user interface that allows a network administrator to edit, store and deploy network
policies. To deploy a policy, first the policy is edited and stored in the policy repository.
The network administrator then determines in which devices (and PEPS) the stored policy
Is going to be deployed. The PBNM system, on its turn, selects the PDPs to be used
in the policy deployment task. Each selected PDP is contacted by the management
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application and the policy is transferred. Finally, the PDP translates the policy to device-
specific actions, configuring the devices’ internal PEPs previously selected by the network
administrator. For further details on PBNM elements one can check the IETF work

[Moore et al., 2001].

In this work, we extend this standard PBNM architecture to include elements able
to provide QoS monitoring facilities in an integrated environment. Figure 1 presents
the proposed extended architecture. On the left hand, one can see the standard PBNM
elements (policy repository, PDP and PEP) and the common interactions through the
dotted lines. On the right hand, the new introduced elements are presented, and the solid
lines show the interactions among these elements. Taking figure 1, the next subsections
explain the general operations performed by each architecture’s elements from a bottom-
up perspective.
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Figure 1: Policy-based QoS monitoring system

3.1. Devices, PEPs and QoS Monitors

In a policy-based network, each device holds PEPs that are internal elements that enforce
the policies defined by the network administrator. Examples of PEPs are the queuing
disciplines of the interfaces of a router, internal devices’ prioritization processes and the
marking element in a DiffServ-enabled router. A PEP is configured accessing the device
that holds the PEP using some communication protocol. IETF suggests COPS/COPS-PR
[Chan et al., 2001] protocol, but SNMP, Telnet, HTTP, among others, can be used as well.

Once a PEP is configured, the PBNM system assumes that the deployed policy is
going to be correctly respected, and no further policy check is performed. To allow these
further verifications, we use a QoS monitor that performs throughput and jitter checking
for defined network flows inside a device. The concept of a QoS monitor was previously
introduced by the Jiang, Tham and Ko [Tham et al., 2000] [Jiang et al., 2000]. Here, we
slightly change the monitor internal operations (further verified), but the general concept
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is the same. The monitor is configured through the definition of flows to be monitored,
which are described by: source and destination network addresses, source and destination
transport ports, transport protocol and DSCP/ToS [Nichols et al., 1998], if desired. Each
flow is monitored in a specific device’s interface and observed in an interface’s direction:
in, out or both. The monitor keeps track of the jitter and throughput associated to each
defined flow and notifies external elements if the observed jitter or throughput exceeds
some limits defined by the network administrator. The QoS monitor is also responsible
for providing flow information to external elements, which is a requirement for flow loss
and delay checking.

It is important to notice that neither the PEP nor the QoS monitor are aware of the
network policies. PEP and QoS monitor are just configured by external elements that, on
their turn, understand the network policies.

3.2. PDPs and QoS Monitoring Controllers

From a device’s perspective, the PDPs and QoS monitoring controllers are the external
elements that are aware about the network policies. PDPs receive policies from the policy
repository and try to deploy them. Pull or push transfer approaches can be used to send
a policy to a PDP. In the pull approach the PDP is notified about a new policy stored
in the policy repository. The PDP then downloads such policy using some protocol
(for example, HTTP, FTP or LDAP). In the push approach, however, the policy is sent
by the management application that retrieves the policy in the policy repository and
uploads it in the PDP. Although IETF suggests LDAP [Wahl et al., 1997] as the service
to store and transfer policies, there is no consensus in a single solution. For example,
even the IETF, in the context of the snmpconf working group, is working in another
policy transfer mechanism based on SNMP [Waldbusser et al., 2002], while Martinez et
al. [Martinez et al., 2002] propose the use of Script MIB to proceed with this transfer.

After receiving a policy the PDP proceeds with verification of possible policy
conflicts [Lupu and Sloman, 1999]. If no conflict is detected, the PDP contacts PEPs to
configure them in a way to support the policy being deployed. If a problem occurs in the
deployment process, the PDP updates the policy status in the status database indicating
the deployment problem and that the policy previously transferred can't be applied. In a
successful process, however, one can say that PDPs proceed with policy translation, from
policy definition to PEP-specific configuration.

The QoS controllers can be seen as the PDPs of the QoS monitoring process.
Exactly as PDPs, QoS controllers access policies from the policy repository (through
the pull or push approach using some transfer protocol), they check policy problems
through device monitoring and notify external elements when policy degradations are
observed. One important difference between PDPs and QoS monitoring controllers is
that QoS monitoring controllers verify policies after the policy deployment, while PDPs
verify policies during their deployment. The policy verification performed by the QoS
monitoring controller requires some QoS monitoring controller/monitor interaction, as
follows:

1. The transferred policy is analyzed and its flow definition and QoS parameters are
determined. In our research we are dealing with the four main QoS parameters:
throughput, delay, loss and jitter;
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2. The controller contacts a set of QoS monitors and configure them informing: (a)
the flow to be monitored, (b) the expected throughput and jitter associated to the
flow and (c) the monitoring thresholds for the expected throughput and jitter.

Once throughput or jitter problems are detected in the monitor, a notification
is sent to the monitoring controller. This notification triggers a status database update
performed by the controller. Optionally, the notification can be forwarded to the
management application, that can handle the detected problem. In order to verify delay
and loss problems, the network controller analyzes collected data in the monitors. The
experienced delay and loss are compered with the max delay and loss defined by the
network administrator. If violation is detected, again, the controller updates the status
database and optionally notifies the management application. Comparing QoS monitoring
controllers and QoS monitors regard QoS parameters verification, the former checks
for delay and loss problems, while QoS monitors take care about jitter and throughput.
Section 4 provides details about these verifications inside QoS monitoring controllers and
monitors.

3.3. Policy Repository, Status Database and Management Application

The policy repository is the storage for network policies. Accessing the policy repository
the network administrator is able to define and store new policies, to retrieve and modify
previously defined policies, and to remove old policies not used anymore. Once a policy
is defined and placed in the repository, it is ready to be used.

As seen before, the policy deployment process may fail. Also, a policy may fail
even after its deployment, due to QoS degradation. Thus, policies being used have a
policy status that should be accessed by the network administrator to check the policy
successfulness. Such policy status is supported by the status database. This database is
accessed by either PDPs and QoS monitoring controllers. PDPs updates the policy status
when problems are detected in the policy deployment. On the other hand, QoS monitoring
controllers update the policy status when QoS degradation is detected by the monitoring
system after the policy deployment.

Finally, the top element of our architecture is the management application. It is
the central point from where the policy deployment and QoS monitoring processes are
controlled. In order to proceed with such control, the management application uses both
policy repository and status database, and have direct access to PDPs and QoS monitoring
controllers. Next section presents the system’s operations, that are executed under the
control of the management application.

4. System’s Operational Issues

Using the management application, the following steps are typically taken in the policy
deployment and monitoring processes.

1. The network administrator defines policies to be used in the network and stores
these policies in the policy repository;
2. The administrator selects PEPs where some policy is going to be deployed,;
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3. The management application, based on the selected PEPs, determines which PDPs
have to be used in the policy deployment and transfers to those PDPs the policy
definition and a list of PEPs previously selected by the administrator. It means
that in the policy deployment process the network administrator is unaware about
the PDPs, but the PEPs;

4. To check the evolution of the policy deployment process the administrator
accesses the policy status database;

5. Critical policies have to be monitored. The network administrator informs to
the management application some critical policies and monitoring thresholds and,
based on its previous deployment information, the management application selects
QoS monitoring controllers and QoS monitors that verify the critical selected
policies;

6. Optionally, the administrator can select further controllers and monitors by hand,
or deselect previously selected ones;

7. Then, the management application transfers the critical policies and thresholds to
the monitoring system, sending also a list of QoS monitors to the selected QoS
monitoring controllers;

8. Finally, the administrator checks if the critical policy is being respected in the
network accessing the policy status database, or optionally the monitoring system
notifies the administrator directly.

The next subsections present further considerations about the system that allows
the execution of the steps above.

4.1. Relevant QoS Monitors Selection

A key aspect of the QoS monitoring system is the selection of relevant QoS monitors.
Tham, Jiang and Ko [Tham et al., 2000] proposes the use of monitors that register
themselves in a real-time application name server (RTANS) for each perceived flow that
passes through the monitors. The management application can determine the relevant
monitors of a flow accessing the RTANS. These procedures ease the relevant monitors
selection in the management application, but force each monitor to keep track of every
single flow perceived. In our approach, on the other hand, the determination of relevant
monitors is not so easy, but it allows the selected monitors to store and analyze few specific
flows provided by the management application. We use the following scenatrio to illustrate
the monitor selection question.
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Figure 2: Relevant QoS monitors selection example
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Figure 2 presents a policy-based network with some QoS monitors. Host A
generates a flow that is sent to host B. This flow is routed through the network dgjces
15, 14, #6 andf7. Some devices have an internal QoS monitor (devidesds5); others
don’t (devicesi2, 6 andi7). There are also devices that do not route the generated flow,
but are used in the monitoring process (devitkeands8). Two approaches can be used
to select these monitors. The first one consists in providing a user interface that allow
the network administrator to explicitly declare the monitors to be used. The second one
IS more sophisticated and consists in providing automated facilities that investigate the
managed network and provides the identification of the QoS monitors bypassed by a flow.
For example, the network administrator could inform the flow to be monitored and the
management application would proceed with automatic detection of the flow path and its
associated monitors. In both cases, a list of QoS monitors to be used is generated, either
manually (in the first case) or automatically (in the second case).

If end-to-end QoS is more important than core network QoS, than only monitors
11 and#8 could be used. If a specific hop QoS is important, one could use moftors
andg5. It is important to notice that in some cases it is not possible to retrieve the QoS of
a segment. For instance, it is not possible to retrieve the QoS between dvaredi7.
It means that core network QoS monitoring depends on the QoS monitors’ location and
availability.

In order to start the monitoring process, the next step is to transfer the policy to be
monitored to the monitoring system. Since the QoS monitors do not understand network
policies, QoS monitoring controllers have to be used. Although QoS monitor selection
includes an interaction with the network administrator, QoS monitoring controller
selection don't.

4.2. QoS Monitoring Controllers Selection and Operations

QoS monitoring controllers selection is totally coordinated by the management
application. Virtually, no network administrator interaction is required. The algorithm
for controllers selection is quite simple: find a set of controllers that are able to access as
much as possible selected QoS monitors and are also able to be notified by such monitors.

With this assumption, we can conclude that a single flow could be monitored using
a single controller, but a single controller can control the monitoring of several flows using
several different monitors. Moreover, a single QoS monitor can be controlled by different
controllers in the monitoring process of different flows that bypass the QoS monitor.

After the selection of the QoS monitoring controllers to coordinate the monitoring
of a flow, the management application is ready to start the monitoring process. In order to
proceed with that, the management application contacts the selected controllers and sends
(using push or pull approaches discussed in the previous sections):

e The policy to be monitored;
e The list of selected QoS monitors;
e The thresholds for the QoS parameters.

Once these informations are available in a selected QoS controller, the first action
executed is the derivation of QoS parameters to be monitored, based on the policy
transferred. Then, the controller contacts the QoS monitors from the list and configure
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them to monitor throughput and jitter based on the QoS values and thresholds. In order to
verify delay and loss problems, the controller also programs the monitors to periodically
send back to the controller quantitative information about the observed flow.

4.3. Prototype Implementation

We have implemented a system that uses the architecture proposed in the Section 3. We
have used an SNMP-based approach to build the functional elements, which includes
the definition of management objects to configure and control the QoS monitors and
QoS monitoring controllers, and traps (actually, SNMPv2 InformRequest messages) that
implements notification mechanisms used by the elements.

The QoS monitor was coded to work inside a Linux-based router, and uses
libpcap [McCanne et al., 2002] in order to implement a network sniffer and access
network traffic. The monitor is controlled through the QoSMonitor MIB (fig. 3)
that allows the definition of the flows to be monitored in theFlowTable Table
programming follows the RMON approach for control tables programming, which
includes, for example, objects for table contramfFlowStatus and for owner
identification gmFlowOwne). Flows throughput and jitter observed by the monitor are
stored in thegmObservedQoSTabl&ach valid row in thegmFlowTablecorresponds to
another row in thggmObservedQoSTable

L—'I|3 qrFlowT able
=@ qmFlowEnty

@ qmF lowl ndes
-igp amFlowSourcetddress

----- & gFlowSourceMask

P amFlowSourcePort

4P amFlowDestbddress
@ qriFlowD esth ask
@ qriFlowD estPart
g gFlowD SCP

----- & gmFlowPratocal

g qmFlowlnterface

@ grFlowDirection
@ qF lo0 warer
@ gmFlowStatus
=-{Z3 qmDbserveddasTable

= (8 gmObservedlJoSEntry

@ gm0 bzervedFlowl ndex

----- @ gm0 bzervedT hroughput

g amObservedlitter

P amObservedLocalDelay

“-igp qmObservedByteCount
Figure 3: QoSMonitor MIB

We have also implemented the alarm and event groups from the RMON MIB.
Such groups allow the automation of the gmObservedQoSTable objects verification and
permits the definition of thresholds for jitter and throughput. Once such thresholds are
crossed by a flow with QoS degradation, RMON events are sent to external managers (in
this case, such managers are the QoS monitoring controllers). Although RMON events are
originally implemented through SNMP traps, in our QoS monitor we have used SNMPv2
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InformRequest messages due to robustness, since InformRequest can be acknowledge by
the receiver, and events retransmission mechanisms can be provided to handle events lost
in a congested network.

A MIB related to Monitor Controller has been defined (fig. 4), it serves as entry
point to system monitor the QoS of the net. In order to work with several QoS Monitors,
there is one table that serves to register those QoS Monitors making them available to be
used by Monitor ControlleggmMonitorControllerTable)

=1-[Z7] game
=12 monitorContraller
& monitarControllerPolinglnteral
=1-|Z3 gmbdonitorControllerT able
grbdarnitarCantrallerE ntry
@ g 05k onitarl ndes
& gmd0SMonitor PAddress
& amO0SMoritorStatus
=1-|23 gmionitorPalicyT able
—-[@# gmkdonitorPolicyE ntry
& amPolicylndex
@ gmPolicyDM
& gmPalicyStatus
-1-[23 gmloSAggregatetdonitorT able
gmboSAggregatebd onitorE ntry
@ gm0 S Aggregatebd onitarl nde:
@ gm0 5Aggregatetd onitar urmber
@ gm0 SAggregated onitarD bject
@ gm0 SAaggregatedlarnT PObject
& amQ05Aggregatedlam] TObject
@ gm0 SAggregaterd onitorPalicyld
@ gm0 5SAggregatePolicy0 perational S tatus
@ gm0 5Aggreqatebd onitarStatus
@ gm0 SAggregatePolicyt! ariation
@ gm0 5SAggregates amplinglnterval
=1-[23 gmlaSPairT able
=[] gmiaSPairEntmy
& amd0SPailndex
@ gmiBE05PairS ourcedggregateM umber
@ g 05 PairD sthggregateMumber
@ gmB 05 Pair0bzervedT hroughPut
& amO0SPai0bservedlitter
@ g 0SPar0bzervedDelay
& amid0SPardbservedLoss
& amQ05PaitdanitorStatus

Figure 4: Monitor-Controler MIB

The next step is to register an entrance for the repository of policies where
there is the policy that will be monitore@mMonitorPolicyTable) After that, it only
remains to fill the next table that is responsible for the junction of a QoS Monitor
with one policy (gmQoSAggregateMonitorTable) This table, still has an variable
(gmQOSAggregatePolicyVariatiothat serves to specify the tolerance in the thresholds
that will be attributed to RMON agent for an aggregate in particular. For example, one
policy defines an outflow of 10Kbit/s and the Network Manager can define, for a particular
QoS Monitor, a variability of 10% in this value is accepted, in other words, an inferior



[

INDICE

XXI Simposio Brasileiro de Redes de Computadores 243

limit of 9Kbit/s and a superior limit of 11Kbit/s. After this part, the monitoring process
can initiate in the selected QoS Monitor. The last tagmmQoSPairTablekerves to

be specified, two by two, QoS Monitors with these respective aggregates, through the
entranceggmQoSPairSourceAggregateNumptr indicate QoS Monitor of origin and
gmQoSPairDstAggregateNumber specify a destination QoS Monitor, both responsible
for monitoring one segment of the added flow. In order to verify the monitoring result,
there are defined these remaining variables (with read-only purposes).

In order to transfer a policy to a QoS monitoring controller, we have implemented
the pull transfer model. A QoSMonitoringController MIB allows the identification of the
URL from where the controller can download a policy using LDAP. Since QoS parameters
of a flow are defined within a policy, the QoSMonitoringController MIB, differently from
the QoSMonitor MIB, does not need to implement objects for the definition of QoS delay
or loss rates: this information is already coded in the downloaded policies.

5. Conclusions and Future Work

In this paper we have presented an architecture designed to integrate policy-based
management with the monitoring of QoS-enabled networks. The main contribution of this
work comes from the fact that policies originally defined to configure network devices can
now also be used in the QoS monitoring process. The advantages of this approach can be
verified from two different perspectives: from a QoS monitoring perspective, and from a
policy-based management perspective.

Checking the current solutions for QoS monitoring, one can verify that the
network administrator is often supposed to: (a) define monitoring flows, (b) define
expected QoS, (c) monitor the network and discover the provided QoS, (d) compare the
provided QoS with the expected QoS trying to identify QoS degradations, and finally, (e)
proceed with action if degradations are detected. All these actions are manually executed.
With the proposed architecture, on the other hand, (a) the network administrator uses the
flows and expected QoS definition from previously defined policies, (b) the system itself
checks the provided QoS and compares with the QoS specified in the policies, and (c) in
case of degradation, the system notifies the network administrator. In this new scenario
two main advantages arise: (1) the network administrator is freed to proceed with other
actions while the provided QoS is automatically verified, and (2) the definition of flows
and expected QoS is done just once, reducing multiple definition of the same information
across different solutions (in this case, across a policy-based system and a QoS monitoring
system).

From a policy-based management point-of-view, the system introduces the
verification of policies after their deployment. Although some policy-base management
approaches consider policy monitoring, the IETF approach does not. In this case, if IETF-
based policies are used, the network administrator is forced to use complementary systems
to manually monitor policies. However, with the proposed system the monitoring of
policies is implemented through the QoS monitoring process. It also means that another
contribution of our work is the fact that it compliments the IETF approach introducing
the monitoring of policies, which is a feature absent in the original IETF definitions.
Future work to be developed includes the improvement of the system’s graphical user
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interface. Currently, we are using command line oriented interface to control the
elements of the system. We started to develop a Web-based interface to enhance the
user interaction. Another improvement that should be coded is the implementation of
pro-active management algorithms inside QoS monitoring controllers and QoS monitors.
Such algorithms can detect future QoS policy degradations and notify the network
administrator before the actual degradations occur, allowing the administrator to pro-
actively tune the managed network and its policies.
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