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Resumo

As redes multim��dia suportar~ao uma ampla variedade de aplica�c~oes com diferentes requisitos e carac-
ter��sticas de tr�afego. Algoritmos de Controle de Admiss~ao de Conex~oes (CAC) s~ao usados para decidir
se uma conex~ao deve ser admitida ou rejeitada, mantendo a qualidade de servi�co (QoS) das aplica�c~oes.
O objetivo deste trabalho �e apresentar um ambiente desenvolvido para an�alise de desempenho, medi�c~oes
e experimenta�c~oes, em particular para testar a utiliza�c~ao de recursos baseados em tr�afegos com car-
acter��sticas distintas. Demonstramos como um estudo comparativo de diferentes algoritmos de CAC
pode ser realizado, a partir de medi�c~oes coletadas em um comutador ATM e atrav�es das ferramentas
desenvolvidas. Para o estudo selecionamos e implementamos dois algoritmos de CAC, um para tr�afego
n~ao-regulado, proposto por [7], e outro para tr�afego regulado pelo leaky-bucket, proposto por [13]. As
ferramentas do ambiente incluem um gerador de tr�afego com suporte a IP e ATM nativo, e um m�odulo
de CAC que implementa os algoritmos acima. Estas ferramentas fazem parte do ambiente de modelagem
Tangram-II [3, 16] e est~ao dispon��veis para download.

Palavras-chave: Avalia�c~ao de desempenho, Redes de Alta Velocidade, Qualidade de Servi�co (QoS),

Ferramentas para Engenharia de Tr�afego

Abstract

Multimedia networks will support a wide range of applications with di�erent requirements and traÆc
characteristics. Connection Admission Control (CAC) algorithms are used to decide whether an incom-
ing connection should be accepted or rejected in order to maintain the quality of service (QoS) demanded
by the applications. The objective of this work is to present an environment we developed useful for
performance analysis, measurements and experimentation, in particular for testing resource usage based
on di�erent traÆc characteristics. We demonstrate how a study of the e�ectiveness of di�erent CAC
algorithms can be performed from measurements collected using an ATM switch and the tools we devel-
oped. For the studies we selected and implemented two CAC algorithms, one for a non-regulated traÆc,
proposed by [7], and the other for a leaky-bucket regulated traÆc, proposed by [13]. The environment
tools include a traÆc generator supporting IP and native-ATM and a CAC module that implements the
algorithms above and can be used in conjunction with our test environment. These tools are currently
part of the Tangram-II modeling environment [3, 16] and available to download.

Keywords: Performance Evaluation, High Speed Networks, Quality of Service (QoS), Tools for

TraÆc Engineering

�This work is partially supported by grants from CNPq/ProTem, Pronex and FAPERJ
yM. Martinello had a fellowship from CAPES and is currently supported by a fellowship from CNPq.



1 Introduction

Multimedia networks will support a variety of applications with di�erent traÆc characteristics

and quality-of-service (QoS) requirements. Examples of theses applications are Video on De-

mand (VoD), voice terminal tools, high resolution television, cooperative work, teleconference,

etc. Due to the statistical nature of network traÆc and the distinct QoS requirements, con-

gestion control and admission control algorithms play an important role to protect the network

and to deliver the expected service. Furthermore, the control algorithms should provide optimal

usage of the available resources while maintaining the necessary QoS.

Congestion control algorithms can be divided into preventive and reactive. For instance,

when a new connection requested is received by the network, a connection admission control

(CAC) procedure may be performed to decide whether the new connection should be accepted

or rejected. The incoming connection is accepted if the network has enough resources to provide

the required QoS requirements for the new connection while maintaining the QoS for the existing

traÆc. Clearly then, CAC is a preventive congestion control scheme.

CAC algorithms should foresee the fraction of the network resources that will be consumed

by the traÆc generated by each application. One of the most important resources is channel

bandwidth. The problem of bandwidth allocation, in particular in ATM environments, has

been addressed in a number of works. Some of the approaches proposed in the literature are

based on Markov models [7, 6] used to estimate the e�ective capacity of the connection. TraÆc

descriptors, in particular those standardized by the ATM forum (UPC), play an important role

to convey the minimum amount of traÆc information to the algorithms [13, 10, 4]. Briey in

many of these works the loss probability is estimated based on the traÆc descriptors and amount

of available bandwidth. An important issue is to evaluate the eÆcacy of di�erent algorithms

when applied to a variety of di�erent network conditions.

The objective of this work is twofold. We �rst develop an environment useful for traÆc en-

gineering aiming at performing a variety of network tests, in particular testing CAC algorithms.

Subsequently we show how to apply the tools we developed to study two CAC algorithms pro-

posed in the literature and compare their eÆcacy predicted by the theory against measurements

performed on an ATM switch in our laboratory. We implemented two CAC algorithms: one

for a non-regulated traÆc, proposed by [7], and the other for a leaky-bucket regulated traÆc

proposed by [13]. The switch we employed in our tests is the Fore-Systems ASX-1000. One of

the tools we developed is a traÆc generator supporting IP and native-ATM. Another is a CAC

module implementing the two CAC algorithms above. These tools are currently part of the

Tangram-II modeling environment [3, 16] and available for download at www.land.ufrj.br.

The organization of this paper is as follows. In section 2 we present the main features of the

traÆc generator tool. In section 3, we briey survey the CAC algorithms we chose to provide

the necessary background for our work. Section 4 shows the main features of the CAC tool

we developed. The objective of section 5 is �rst to study two con�gurable CAC parameters of

the ATM switch used in our tests called \overbooking parameters". Then we perform a series

of tests using the tools we develop to illustrate their applicability and to study the two CAC

algorithms. Finally, section 6 summarizes our contribution.

2 TraÆc Generator Tool

One of the main goals of teletraÆc engineering is to be able to predict, with suÆcient accuracy,

the impact of the traÆc generated by the applications on the network resources, and evaluate

if the required QoS is being achieved. To perform this task, it is important to develop tools



and techniques to help the analyst in the performance studies. The goal of this section is to

present the main features of the traÆc generator tool we developed that has unique features

not present in other tools. Our tool has many features to perform a wide range of tests useful

for teletraÆc engineering. One measure we are particularly interested in is the cell loss ratio.

The tool is capable to generate real network traÆc based on di�erent traÆc models and real

traces with high precision. One tool that has similar goals as ours is TMG [12]. However, TMG

generates traÆc at constant bit rate (CBR traÆc) and so, the elapse time between consecutive

transmissions is constant. The implementation of TGM is based on busy wait to obtain high

precision and high throughput. Therefore this approach is suited when only one traÆc generator

per workstation is used and to short time sessions since the generator consume the workstation

CPU. The tool we develop on the other hand, is not tailored to a speci�c traÆc type. Our

concern is to provide the user with enough exibility to choose from a range of traÆc models

and perform experiments employing traÆcs with di�erent characteristics. We support three

distinct traÆc models, each with di�erent ways to generate a packet train during active periods.

The TraÆc Generator developed is capable of injecting packets in the network at intervals

in accordance to the user speci�cations. It was implemented in C and it supports UDP/IP and

native ATM through the ATM adaptation layer (AAL5). When UDP/IP is chosen the tool

employs the BSD socket standard. TraÆc for native ATM is supported using the API developed

by Werner Almesberger (available in [1]) for Linux. The tool is completely integrated with

the modeling and analysis Tangram-II environment [3, 16] but can also be used stand alone in

command line mode.

The user can specify the size L of the packets to be transmitted, the total generation time

T , and the number of bytes for frame D. The amount of traÆc is speci�ed in terms of frames.

Clearly, the number of packets N generated per frame depends of frame size and packet size,

that is N = D
L
.

Unicast and multicast transmission are possible. Three di�erent traÆc models are possible:

CBR, Markov modulated and traÆc generated based on a previously recorded trace �le. The

generator supports IP or ATM. In IP option the host name and destination port must be given.

In ATM option, VPi and VCi must be speci�ed. For CBR traÆc only the peak rate must be

input. For Markov modulated traÆc, the model name must be provided, as will be detailed

below.

Packets from a frame can be transmitted in two forms: they are either sent one after another

at the beginning of the frame generation interval or they each packet is sent uniformly spread

over the interval.

It should be observed in Figure (1), for Generation Mode min, that the generation process

sleeps between two consecutive frames. In this case, after transmitting the last packet of a

frame, the generator calculates the residual time till the beginning of the transmission of the

next frame. If the residual time is positive, then the usleep() system call is executed, otherwise

the next frame is transmitted immediately. Note that only one usleep() system call is executed for

each frame, and no busy wait is used. For Generation Mode max, the packets are transmitted

uniformly over the interval between frames. In this case, the generation process sleeps after

transmitting each Packet.

2.1 Generating TraÆc from Models

The traÆc generator tool can generate traÆc from di�erent models indicated bellow.
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Figure 1: Generation modes

� CBR (Constant Bit Rate) traÆc.

In this case, the generator transmits frames at constant time intervals. The parameters

that must be supplied are the total number of bytes per frame (Fsize), the time interval

between two frames (Ftime), and the packet size (for IP traÆc) as mentioned above.

� Markov Modulated TraÆc.

The traÆc is generated according to a continuous-time Markov reward model with �nite

states space. In this case a reward rate is associated to each state in the model. Let rj
be associated to state j. Then the transmission rate when the model is at state j is rj
bps. The model can be speci�ed using the Tangram-II modeling environment [3, 16], that

generates the state transition rate matrix for the model and associated reward rates. (Any

other tool can be used to generate the transition matrix, provided that the �le format is

that required by the generator.)

The traÆc generator tool �rst obtains the state transition probability between any two

states as follows. Let �j be the sum of the output rates out of state j, that is, �j =
P

k �j;k,

where �j;k is the transition rate from state j to k. Then the transition probability from

state j to k is Probj;k =
�j;k
�j

.

Assume that the system is at the state j. Since the amount of time in j is a random

variable exponentially distributed with rate �j, a sample of this random variable is �rst

generated. Clearly, the number of bytes that must be sent till be next transition is rj ��j .

The traÆc generator then generates a random sample to determine the next state from the

state transition probabilities (the Pj;k) and the process continues till the total generation

time is reached.

� TraÆc generated from a trace �le.

The tool also allows the user to generate traÆc base on a trace �le were each line contains

the amount of time from the last frame and the total number of bytes in the frame. It

is important to note that the trace �le can be obtained from a simulator or from any

real multimedia data such as from a video coded in MPEG. The Tangram-II simulator is

completely integrated with the traÆc generator and, if this is the simulator of choice, the

modeler can generate traÆc with di�erent characteristics including long range dependent

traÆc models such as FARIMA and FBM [2]. Therefore, a wide range of options is

available to the user.

3 Connection Admission Control (CAC) Algorithms

Many connection admission control (CAC) algorithms have been proposed in the literature.

Some authors classify the CAC algorithms into those based on traÆc descriptors and those



based on measurements [9, 11]. Others prefer to classify them by the di�erent approximations

to obtain the loss probability and the e�ective capacity [14]. There are also CAC algorithms for

self-similar traÆc models [17], and a few designed to work with speci�c scheduling policies [15].

There are schemes based on uid models [8] and others that use Kalman �lter to estimate the

mean and variance of the instantaneous rate and the e�ective capacity [5].

Most of the CAC algorithms proposed are not of current practical use because either the

parameters they require cannot be provided by the current ITU-T (International Telecommu-

nication Union - Technical Committee) and ATM Forum standards or the calculations to be

performed are too complex to be implemented in current network equipments.

In the studies we present in section 5 we chose two CAC algorithms due to the following

reasons:

� Algorithms based on standard ITU-T traÆc descriptors. Although we realize that the

traÆc descriptors standardized by the ITU-T (the usage parameters control (UPC)) do

not capture relevant statistical characteristics of a multimedia source (e.g. second order

statistics), we selected algorithms based on the standard UPC traÆc descriptors because

we want to analyze the behavior of these CAC algorithms through measurements made

on a ATM switch, using the ATM traÆc generator we developed. Therefore, the user can

only declare his traÆc source using the UPC parameters.

� Applicability. The second reason is based on how simple are the calculations performed.

The algorithms should be based on sounding theoretical grounds and yet have calculations

that are easy to perform and so easy to be implemented in a real switch.

In what follows we briey survey the basic theory behind the CAC algorithms chosen for our

experiments.

3.1 E�ective Capacity: Unregulated TraÆc

Consider a model where the bit rate generated by a number of multiplexed connections is

represented as a continuous ow of bits with intensity varying according to the state of an

underlying continuous-time Markov chain. This model is called uid ow model. The objective

is to determine the smallest value of the service rate ~C, for a given bu�er size x that has to be

allocated to the source model so that the QoS given by the bu�er overow probability is smaller

than a tolerance �. The value ~C is called the e�ective capacity of the multiplexed connections.

In order to calculate the e�ective capacity, the distribution of the bu�er size as function of the

traÆc characteristics and transmission rate. This can be derived considering identical sources

and for more general input Markov chains [7] . Unfortunately the computational complexity

to calculate the e�ective capacity is not compatible with real-time requirements. In order to

overcome this problem, approximations must be used.

Consider a model of one on-o� source with parameters �; �;R, where � is the rate transition

from o� to on, � is the rate transition from on to o� and R is the source peak rate.

The system of equations obtained from this model is given by:

D
dF(x)
dx

= QF(x) ; x � 0; (1)

where,

D =

"
c 0

0 (R - c)

#
and Q =

"
�� �

� ��

#
;



F (x) is the distribution of the bu�er size.

The solution for system of equations (1) is given by (2), where zi and �i are the eigenvalues

and eigenvectors of D�1
Q, respectively and the coeÆcients ai depend of eigenvectors and initial

conditions.

F (x) =
P

i ai�ie
zix ; x � 0 (2)

The largest negative eigenvalue of zi and the corresponding eigenvector are used to obtain the

overow probability. Calculating zi and the corresponding eigenvector for the 2-state model

above, and applying further assumptions an explicit upper bound for the e�ective capacity ~c can

be obtained (see [7] for details):

~c =
�b(1��)R�x+

p
[�b(1��)R�x]2+4x�b�(1��)R

2�b(1��)
; (3)

where � = ln (1=�), and b = 1=�. Note that when �! 1, b!1 and taking limits in (3) yields

the expected result ~c = R.

The linearity of equation (3) certainly simpli�es how bandwidth is allocated to connections,

but it also clearly identi�es the limitations of the expression. In order to model the statistical

multiplexing e�ects, the distribution of the stationary bit rate is approximated by a Gaussian

distribution. We obtain:
~C = [m+ �0�] ; (4)

where �0 =
p
�2 ln (�)� ln (2�), m is mean aggregate bit rate m =

PN
i=1mi and � is the

standard deviation of the aggregate bit rate �2 =
PN

i=1 �
2
i . The combination of ow (3) and

stationary (4) approximations into a single expression gives the e�ective capacity of a set of

connections. As both approximations overestimate the actual value of the desired e�ective

capacity (ow approximation ignores the e�ect of smoothing gains with statistical multiplexing

and stationary approximation ignores the size of bu�er), the e�ective capacity is chosen to be

the minimum between the two approaches.

~C = min[m+ �0� ;
PN

i=1 ~ci] ; (5)

where N is the number of multiplexed connections. This is the �nal expression used in our

studies.

3.2 E�ective Capacity: Regulated TraÆc

In this approach all traÆc sources are regulated by a leaky bucket, and more accurate bounds

than those obtained for the non-regulated traÆc can be obtained. Consider a model with N

independent on-o� traÆc sources regulated by leaky bucket. The arrival rate of the regulated

connection j at a node is bounded by �(t) = min(Rjt;mjt + bj), where Rj is the source peak

rate, mj is the mean rate and bj is the maximum burst size. The CAC algorithm proposed by

[13] consists in allocating a fraction c of the total available bandwidth C and a fraction x of

the total available bu�er X, such that the per-circuit allocations (c; x) are proportional to their

respective e�ective capacities. The algorithm has two parts. In the �rst part, it is assumed that

each source demands no loss and in the second case, a small loss probability is allowed.

The e�ective bandwidth for a system that does not admit any loss, c0, can be obtained from

the intersection of linear equations c
C
= x

X
and x = b� b(c�m)

R�m
[13]:

c0 =

(
R

1+
X=C

b
(R�m)

, if m < bC
X

m , otherwise
; (6)



This result is an exact result if all sources are assumed identical, but conservative for heteroge-

neous sources.

In the second part of the approach, a small loss probability is considered. Cherno�'s bounds

and asymptotic large deviations approximation are used to obtain an estimate for the loss prob-

ability: Ploss � e�FK(s�), where, FK(s) = [sC �
PN

j=1Kj ln [1� wj + wje
sc0;j ]]. The parameter

Kj is the number of sources that can be admitted, s� is the point where the function FK is

maximized, wj is the fraction of time that system is busy and equal to wj = m=c0j .

In the case of homogeneous sources (N = 1) s� is given by s� = 1
c0j

ln[ a
1�a :

1�w
w

] where

a = (C=c0j)=K, and

FK(s
�) = K[a ln(

a

w
) + (1� a) ln(

1� a

1� w
)] (7)

Equation (7) can be used to obtain Kmax which is the value of K for which FK(s
�) = ln(1=�),

where � is the QoS requirement (loss probability). Finally, The �nal expression for the statistically-

multiplexed e�ective capacity ~cj for type j traÆc is:

~cj =
ln[1� wj

c0;j
+

wj
c0;j

es
�c0;j ]

s� + (ln(�))=C
(8)

4 CAC Module

We have implemented for our test environment a module that emulates the two CAC algorithms

outline above, and are useful to provide a basis for comparison against laboratory measurements

and possible other CAC algorithms. The module calculates the E�ective Capacity and the

number of admitted sources based on the traÆc descriptors speci�ed by the user, the bu�er size

and link capacity and the desired QoS.

The CAC module either operates in stand alone mode or as a server that waits for requests

sent to a con�gurable UDP transport protocol port. In server mode, the communication is

established as shown in the Figure (2), where the socket BSD standards API, was used for com-

munication with the client. This module is currently available for Linux Operational Systems.

Figure (2) shows a client (connection i) sending a request to the CAC module server. This mod-

Connection i
Descriptors: 

Peak, Mean, MBS

Connection i
Descriptors: 

Peak, Mean, MBS

Connection i admitted
 Idi

Connection i admitted
 Idi

CAC ModuleCAC Module

Peak
, Me

an, 
MBS

Peak
, Me

an, 
MBS

Y, IdiY, Idi

Connection w, Idw
Connection j, Idj
  .   
Connection n, Idn

Connection w, Idw
Connection j, Idj
  .   
Connection n, Idn

Admitted Connections listAdmitted Connections list

ServerServer ClientClient

MessagesMessages

Figure 2: CAC module client-server communication

ule either accepts or rejects the incoming new connection according to the characteristics of the

switching node and CAC algorithm used. If the client is accepted, the module sends an accept

reply. Otherwise a reject packet is returned to the client. The CAC module stores a list of clients

currently admitted as indicated in Figure (2). When the client sends a disconnect message to

the server, the corresponding parameters stored in the server list are deleted, indicating that

the allocated resources are released.



This module can be used to communicate with a number of applications such as a Video on

Demand server. For that the application needs only to communicate with the CAC server and

supply the required data for the connection.

5 Example Application of the Testbed Developed

The main objective of this section is to illustrate the use of the tools we developed, named

the traÆc generator and CAC module in a study of admission control algorithms when applied

to an ATM switch. The study is divided into three parts. We �rst evaluate the behavior of

two admission control parameters available for the FORE ASX-1000 switch in order to verify

if they can be used to emulate the CAC algorithms surveyed in section 3. One of the input

parameters needed for the CAC algorithms is the bu�er size allocated to the connection. Since

the manufacturer speci�cations do not provide this information, neither indicates the algorithm

used to allocate bu�er to a connection, we develop a procedure that can be easily applied to

determine this parameter. To our knowledge this procedure is original, and general enough to

be used in other switching equipments. Finally, we measure the QoS observed when traÆc with

di�erent characteristics is generated by our generator and verify if the results produced by the

CAC algorithms surveyed are consistent with the laboratory measurements.

5.1 Controlling the resources allocated to a connection

The Fore-Systems ATM switch model ASX-1000 doesn't implement any CAC algorithm sim-

ilar to those surveyed. The default admission control accepts a connection if the sum of the

declared peak rate of each source is smaller than the total available bandwidth shared by the

connections. However, the switch has two con�gurable parameters available to the user. When

their values vary, the number of admitted connections and the total allocated capacity for the

VBR sources also changes. The purpose of this section is to evaluate the behavior of these so

called \overbooking" parameters and see if they can be adjusted to simulate the CAC algorithms

surveyed.

As indicated in Table 1, we selected 4 types of traÆc. The traÆc parameters chosen are

the same as those used in references [7] (for type 1 and 2) and [6] (for type 3 and 4). Each

Type of traÆc Peak Rate (Mbps) Mean Rate (Mbps) MBS (cells)

1 42.2 29.3 5000

2 4 2.1 366

3 6 0.15 25

4 1.5 0.15 250

Table 1: Selected traÆc with di�erent characteristics. (MBS = maximum burst size.)

input traÆc is associated with a VBR permanent virtual circuit (PVC). The switch accepts the

creation of VBR PVCs associated to the same output port as long as the sum of the allocated

capacity for each PVC is smaller than the total capacity of the port. The allocated capacity,

however, can vary as a function of two con�gurable parameters in the switch: vbroverbooking

(vbrob) and vbrbu�eroverbooking (vbrbu�ob). The allocated capacity for the connection can be

obtained by the user in the VPT (Virtual Path Terminator) section of the ATM switch. For

example, if the parameters vbrob is p�100, the current allocated capacity to each PVC is divided



by p. The vbrbu�ob parameter controls the bu�er size for the connection, but no hints are given

in the switch manual on how this parameter a�ects the allocated capacity and the bu�er1. Since

the allocated bu�er size is not available to the user, we had to develop a procedure to estimate

this value, as it will be shown in the next section.

Figure 3 shows the allocated capacity2 as a function of each overbooking parameter. We can

observe from the �gures that the sensitivity of the allocated capacity with respect to the vbrob

is much larger than the sensitivity with respect to the vbrbu�ob parameter that controls the

allocated bu�er size. This is consistent with the results obtained from the CAC algorithms.

From section 3 we can verify that the e�ective capacity is a function of both the transmission

rate as well as the bu�er size, and its sensitivity with respect to the �rst parameter is much

larger than that with the second parameter.
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Figure 3: The allocated capacity versus the overbooking parameters of the Fore-Systems ASX-

1000 ATM switch

Note that we may think that the overbooking parameters may be con�gured to match both

the allocated capacity and the e�ective capacity calculated by a CAC algorithm. This is in

principle possible, but requires the implementation of a CAC algorithm and the knowledge of a

network manager expert. Below we address the issue of matching both parameters and point to

the possible diÆculties.

The architecture of the ATM switch is based on a non-blocking shared-bus where each ATM

port has transmission capacity C = 155 Mbps. According to the manufacturer speci�cations,

the output bu�er size for a connection varies between 16 and 64 Kcells.

We �rst consider homogeneous sources and plot the e�ective capacity for two di�erent types

of traÆc sources. Since the actual bu�er size is not available, we used the two extreme bu�er sizes

indicated in the manual. We chose the overbooking parameters to try to match the theoretical

value for the CAC algorithm used and that given by the switch. The cell loss probability is

speci�ed as � = 10�5. From Figure 4 we can observe a relatively small discrepancy between the

theoretical values and what is obtained by using a proper parameter value for the switch.

Figure 5 show similar curves as above, but for heterogeneous sources. We compare the

1We were able to contact the FORE switch engineers in the USA to try to obtain the exact algorithm used by

the switch. However, this information could not be made available. We were able to obtain only a few extra hints

on the behavior of these admission control parameters, but not detailed enough for our purposes. We emphasize

that, when these parameters are set to their default values (vbrob = 100 and vbrbu�ob = 100), the allocated

capacity to each PVC is exactly the peak rate.
2The term allocated capacity is equivalent to the e�ective capacity of section (3). We use both terminologies

here to di�erentiate what is given by the switch (allocated capacity as named in the switch manual) and what is

calculated (e�ective capacity) by the CAC algorithms.
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Figure 4: E�ective capacity: homogeneous sources.

admission regions of ATM switch and the CAC algorithm described in section 3 proposed by

[13]. As shown in the �gure, it is harder to choose the proper overbooking parameters for

heterogeneous sources than for homogeneous sources. (Although not shown in the �gure we

experiment with di�erent overbooking parameter values.) However, the tools implemented can

be used to help the choice, by using the results of the CAC module implemented.
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Figure 5: E�ective capacity: heterogeneous sources.

5.2 Determining the Bu�er size using the TraÆc Generator

In the previous paragraphs we mention that the actual bu�er size allocated to a connection is not

available to the user. Our switch implements Per-VC queueing, but no information is available

concerning the algorithm used to allocate bu�er space for each PVC. However, it is important

to be able to measure its value for the performance studies, including those we conduct here to

show the applicability of our testbed. In this section we devised a simple procedure to measure

the size of the bu�er and applied this technique to our ATM switch.

The basic approach taken to �nd the size of bu�er is based on the cell loss process measured at



the ATM switch port. The procedure we develop is as follows: we generate a CBR traÆc during

a period of time T . Clearly if the rate at which traÆc is generated is above the transmission

rate then cells will queue up at the switch output bu�er allocated to the PVC. Suppose that

traÆc is generated at a rate � and the allocated capacity is C. Then cells are accumulated at

the bu�er at rate (��C) and no cells will be lost until the bu�er �lls up. Let � be the amount

of time necessary to �ll up the bu�er. Therefore, (� � C) � � will be equal to the bu�er size.

Furthermore, after the bu�er �lls up, the cell loss rate is (�� C) since traÆc is generated at a

constant rate.

Assume traÆc is generated during the period of time (0; t). If t < � then we will not observe

any loss in (0; t). Let t1 and t2 be such that t2 > t1 > � . Let l1 and l2 be the number of lost

cells during (0; t1) and (0; t2), respectively. Then we must have l2�l1
t2�t1

= ��C, and we can easily

obtain �� C and � . We have,

Bu�er size =
l2 � l1

t2 � t1
t2 � l2 (9)

The approach is illustrated in Figure 6. That Figure shows the curve we should expect to

obtain if we generate CBR traÆc from (0; t1) and (0; t2) and measure a total cell loss of l1 and

l2, respectively.
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  τ = t2 - (t2 - t1/l2 -l1)*l2     

Figure 6: Determining the bu�er size.

We now apply the approach above to our ATM switch. We recall that we want to measure

the amount of bu�er allocated to a VBR connection by generating CBR traÆc through the

VBR PVC connection and measuring the resulting loss process. We have available 5 PCs to

our experiment and since the output link is 155 Mbps, we generate a CBR background traÆc

of 50 Mbps, and 4 CBR traÆc of 26.8 Mbps with VBR contracts. The UPC contracts for the

4 VBRs PVCs have peak rate of 11.48 Mbps. This value was chosen so that we start observing

losses after a period of approximately 5-6 seconds. Even though we generate CBR traÆc, our

contract is VBR, so we must choose the mean rate and maximum burst size for the connection.

We also have to determine if these two last parameters inuence the bu�er size allocated to the

connection. At each workstations, each traÆc generator reserved a rate at the ATM PC card

equal to the generated rate (26.8 Mbps).

We note in the Figure (7) that the shape of the curves is what we expect, that is, identical

to Figure (6). From the procedure outlined above we calculate a total bu�er size (for the four

VBR connections) of 17805 cells with (3651) cells of con�dence interval at 95% con�dence level.

We now vary the mean rate and MBS parameters and repeat the experiments. We have not

observed any change in the measures performed and so we conclude that only the UPC peak

rate inuences the bu�er size allocated to the connection.



0

500

1000

1500

2000

2500

3000

0 2 4 6 8 10
A
v
e
r
a
g
e
 
c
e
l
l
 
l
o
s
s

Time in seconds

VC1
VC2
VC3
VC4

Figure 7: Number of lost cells for each PVC as a function of time. (The traÆc policing is disable

at all ports of the ATM switch.)

In the last set of experiments we change the peak rate values of the UPC contracts. (Recall

that the mean rate and MBS have no inuence in the results.) Figure 8 shows the results of

the experiments. (This time, instead of plotting the average loss and con�dence intervals of the

set of measurements for each PVC, we plot a single sample for each PVC, to show the small

variability of the results from each sample as compared to the mean.) For reference, we indicate

in the set of curves labeled A, a sample of the results of the previous experiments (from Figure

7).

The set of curves labeled B in Figure 8, shows the results when we set up 3 UPC contracts

with peak rates identical to those in the experiments above, and increased the peak rate of the

forth contract to R = 16:67 Mbps. We also maintain the background CBR contract of 50 Mbps.

We observed no cell loss for the PVC with higher peak rate. The calculated total bu�er size

for the PVC that maintained their peak rates is 14039 with 1603 con�dence interval at 95%

con�dence level. From these results we see that an increase in the peak rate of a PVC contract

leads to a decrease in the bu�er allocated to the remaining VBR contracts.

Now we maintain two out of the three identical contracts above with the same peak rate and

the third contract has its peak rate increased to R = 16:67 Mbps, that is two of the four PVC

have higher rates that the remaining two. The set of curves C in Figure 8 displays the results.

We observe no loss for the two PVC with highest peak rates. The calculated total bu�er size

of the remaining two PVCs is 12078 with 1680 con�dence interval at 95% con�dence level. As

we can observe, increasing the number of contracts with relatively high rates reduces the total

bu�er allocated to the remaining contracts. This is consistent with our intuition, since we must

reserve more bu�er to contracts with higher rates.

5.3 Evaluating the Performance of CAC Algorithms using our TraÆc Gen-

erator

This section evaluates the performance of the two CAC algorithms surveyed. We also evaluated

the usefulness of the overbooking parameters. In order to obtain the results we use the traÆc

generator we developed and its unique features to generate traÆc with a variety of distinct

characteristics. We also use the CAC module developed.

Figure 9 illustrates the testing environment. We have 5 workstations with ATM cards con-

necting to a ATM switch via OC3 (155Mbps). The ATM cards provide bandwidth allocation

with guaranteed rate speci�ed by user through the ATM API of each workstation. Each work-

station has instances of the traÆc generator tool sending data of a speci�ed type. The rate

allocated at each PC ATM card is equal to the peak rate of the corresponding PVC.
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Figure 9: Testing environment in our Laboratory

For the experiments, we �rst specify the input data needed for the CAC algorithm under

study. These are the traÆc descriptors, the switch characteristics (bu�er size and link capacity)

and the required QoS (cell loss probability). The CAC module then computes the number

of traÆc sources that can be admitted (assuming that all sources are homogeneous) and the

e�ective capacity of the aggregated traÆc.

Second, we specify the model to be used by the traÆc generator tool. In the experiments

for this paper each traÆc source model is identical to the one used in the original references for

the CAC algorithms (Markov models).We choose to generate traÆc where cells are uniformly

spread during the active period.

Finally we create a UPC contract to represent each traÆc source with descriptors identical

to those given to the CAC module. Then we adjust the overbooking parameters so that the

number of admitted sources is identical to that calculated by the CAC module.

We use the management interface available in the ATM switch for collect the number of lost

cells. We reduced the capacity available to the VBR traÆc by generating CBR traÆc as done in

previous section. Therefore, the capacity given to the CAC module is the OC3 capacity reduced

by the CBR background rate. Furthermore, the bu�er size used was obtained from the results

of the previous section.

The traÆc UPC contracts we used for the experiments are: peak rate equal to 11:48 Mbps,



mean rate 5:50 Mbps and MBS of 1095 cells. Using a CBR background traÆc of 120 Mbps, the

available capacity to the VBR traÆc is 30 Mbps (after discounting the signaling capacity as given

by the switch). The measured bu�er size is 17805. For a loss rate of 10�5, the e�ective capacity

for each non-regulated source is ~ci = 7:84, and the total aggregated capacity is ~C = 23:5 Mbps.

Only 3 VBR sources can be admitted, as indicated by the CAC algorithm for non-regulated

traÆc.

We generate traÆc for periods of lengths 30, 60, 120, 300 and 600 seconds. When we setup

the parameters of the ATM switch to vbrob=150 and vbrbu�ob=100, to match the number of

admitted sources given by the CAC module, we observe no cell losses. We only observed losses

when 5 sources identical to those above generate traÆc. (In order to admit 5 sources, the

overbooking parameter vbrob was changed to 200.) Figure 10.A, shows the fraction of cell loss

obtained when 5 VBR sources are used. We can observe that, in this case, the cell loss rate

was well above the speci�ed. From this simple experiment we conclude that the CAC algorithm

proposed by [7] is conservative, since the desired QoS was achieved even when one extra source

was admitted.

The previous experiments was repeated, but now the policing mechanism (leaky-bucket)

is enabled at all ATM ports. The ATM switch implements the standard mechanism GCRA

(Generic Cell Rate Algorithm) or leaky-bucket policing.

The theoretical CAC algorithm used was that proposed by [13]. In this case, the calculated

e�ective capacity for each source is ~ci = 5:49 Mbps, the aggregate e�ective capacity is ~C = 27:45

Mbps, the CAC module indicates that up to 5 sources can be admitted.

The overbooking parameters of ATM switch were set to vbrob=200 and vbrbu�ob=100, in

order to match the number of admitted sources obtained from the CAC module. However, in

this case, no losses were observed. Only when we increased the number of sources to 6 then

losses were measured. (In this case, the overbooking parameters were changed to vbrob=250

and vbrbu�ob=100.) Figure 10.B shows the measured loss rate for each of the homogeneous

regulated sources. From this experiment we conclude that if the CAC algorithm of [13] is
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Figure 10: Fraction of lost cells per PVC.

applied, considering regulated sources, the required QoS is achieved.

Remarks: We should emphasize that the purpose of this section is only to show the ap-

plicability of the test environment we developed, and to indicate how the necessary parameters

needed for the experiments can be obtained. We did not perform a careful evaluation of the CAC

algorithms implemented, but only showed the results of a few test cases. For such a detailed

evaluation we would need to further increase the number of admitted sources, generate other



type of traÆcs, and generate much longer traces in order to be able to measure accurately very

low loss probabilities. Although the tools developed can certainly perform these jobs, we are

limited by the number of stations with ATM boards in our laboratory. For instance, to accu-

rately measure loss rates in the order of 10�5 at 150 Mbps rates we would need approximately

50 minutes of measurements for each trace. However, our preliminary observations (that include

a few more tests than those reported here) indicate that the CAC algorithms surveyed are not

very sensitive with respect to loss probabilities on the order of 10�5, and that the algorithm of

[13] for regulated traÆc provides more accurate results than the algorithm of [7].

6 Summary

In this work we developed an environment useful for traÆc engineering composed by a traÆc

generation and a CAC module tool. We exemplify its applicability by performing a number of

tests using the Fore-Systems ATM switch model ASX-1000, to evaluate bandwidth management

features and traÆc policing. These tools are currently part of the Tangram-II modeling envi-

ronment [3, 16], available to download at the URL www.land.ufrj.br. Our contribution can be

summarized as follows:

We developed a very exible traÆc generator that supports UDP/IP or native-ATM (through

the adaptation layer AAL5). This tool can generate packets (or cells) at variable intervals dis-

tributed according to the user speci�cations. The tool supports CBR traÆc, traÆc generat-

ed according to a Markovian model or a trace �le. It is also completely integrated with the

TANGRAM-II environment. That means that the traces can be obtained directly from the

TANGRAM-II simulator and so FARIMA, FBM and other complex traÆc models can be used.

We developed a CAC module that emulates the two algorithms surveyed in section 3. The

module computes the e�ective capacity and the number of admitted sources for regulated and

non-regulated traÆc, from the traÆc descriptors, link characteristics and QoS speci�ed by the

user. The CAC module can also operate as a server that waits for requests from clients at a

UDP con�gurable port. As such, it can be easily coupled with other applications, such as a VoD

server.

In order to demonstrate the applicability of the testbed developed, we performed a number

of experiments using an ATM switch. In the experiments we evaluate the behavior of two,

user con�gurable, admission control parameters. We also developed a technique to estimate

bu�er space allocated to a connection by generating traÆc over a �xed interval and measuring

the number of cells that were lost. To our knowledge this approach is original. Through the

measurements performed, we were able to determine the bu�er sizes shared by VBR connections

and veri�ed that the allocated space per PVC in the switch used for the experiments is a function

of only the peak rate declared for the connections. Finally we made preliminary studies to

evaluate the behavior of two CAC algorithms. The studies are aimed at demonstrating the

applicability of the tools developed and should not be taken as a careful evaluation of each CAC

algorithm.
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