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Abstract

The IP multicast architecture enabled large�scale applications of multicasting on the
Internet� Many of these applications require reliable dissemination of a stream of data �e�g��
software distribution or stock updates� to a large number of receivers� They face� however�
a scaling limitation� known as the feedback implosion problem� the sender is overwhelmed
by feedback packets� leading to packet losses� Recent reliable multicast protocols have been
designed with scalability in mind� They usually follow a receiver�initiated approach� the
sender is unaware of receivers� it transmits to a group id without waiting for feedback and
handles retransmission requests when possible� Receiver�initiated schemes trade in e�ciency
and reliability for improved scalability�

This paper describes an alternative approach to scalable reliable multicasting� instead
of resorting to receiver�initiated schemes� the scalability of sender�initiated protocols is en�
hanced through polling feedback and hierarchy� A novel polling�based implosion avoidance
mechanism reduces the amount of feedback packets to desired levels� and thus avoids implo�
sion� while the hierarchical organization is harnessed for increased scalability� local recovery�
as well as improved �ow and congestion control� The resulting protocol is called prmp�

polling�based reliable multicast protocol�

� Introduction

Network�supported multicast allows the e�cient transmission of packets to a large group of re�
ceivers� Packets are distributed from sender to receivers through a multicast routing tree which
is set up by the network� There is a substantial gain over multiple unicasts� as follows� Consider
a complete d�ary tree of height h� to deliver a packet to all dh receivers using multiple uni�
casts� the network cost� that is� the number of edges that need to be traversed� is dh � h �under
the simplifying assumption that all edges have equal weight�� In contrast� using multicast� as
each edge is traversed only once� the network cost is equal to the number of edges�

Pi��
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This gain of multicasting has been realized in the Internet by the IP multicast architecture
��Deering	
��� whose popularization created the potential for new multicast applications� Exam�
ples include software distribution� dissemination of �hot web�pages� o��line video distribution�
live audio�video stream broadcast� remote learning and multimedia remote conferencing� These
applications di�er in organization� tra�c� reliability and requirements� they can be separated in
two groups �Bagnall	��� soft real�time multicast and fully�reliable multicast� The former trans�
mits time�sensitive data �usually multimedia� and can sacri�ce some degree of reliability �i�e��



receivers can accept some losses� in favor of timely delivery� whereas for the latter reliability is
more important� and data must be exactly reproduced to all receivers�

Traditional reliable unicast protocols� like tcp ��Stevens	���� do not scale well for reliable
multicast due mainly to �implosion losses caused by excessive rate of feedback packets arriving
from receivers� �Pingali	�� has coined these protocols as sender�initiated� and devised a new�
receiver�initiated approach� scalability is achieved by making the sender independent from re�

ceivers� the sender does not know the membership of the destination group� This �ts well the
receiver�oriented model of IP multicast� However� this bene�t comes with a hidden cost� the lack
of knowledge at the sender about receivers has negative implications with respect to throughput�
network cost� and degree of reliability o�ered to applications�

This paper focuses on scalability of multicast at transport level� discussing the main issues
faced during the design of a scalable fully�reliable� one�to�many multicast protocol� It describes
an alternative approach that� instead of adopting the receiver�initiated scheme� greatly enhances

the scalability of the sender�initiated scheme by means of polling and hierarchy� The resulting
protocol is named prmp� polling�based reliable multicast protocol�

The paper is organized as follows� Section � provides an overview of the protocol� Section �
addresses the scalability limitations and shows how polling and hierarchy are used to overcome
them� Section � describes the core of the protocol� the multicast sliding window mechanism�
and how it is used to implement error� �ow and congestion controls� Section � brie�y addresses
related work� informally comparing prmp with other protocols� The paper concludes with �nal
remarks in Section ��

� Overview of the Protocol

The task of prmp is to accept a data stream generated by a sending application and to reliably
disseminate it to a designated list of GS receiving applications� The protocol takes the necessary
actions needed to ensure that an exact reproduction of the generated data stream is made
available to all receiving applications� To accomplish that� the source takes data from the
sending application� multicast it via network layer� and periodically requests con�rmation of
receipt of packets from all receivers �polling�based feedback error control�� If no con�rmation is
received after several requests� the connection with that application is deemed broken� Data is
transmitted through an arbitrary number of �xed�size packets �apart from the last�� Receivers
store data and make it sequentially available for consumption by the local receiving application�

The source does not directly communicate with all receivers� instead� receivers are logically
organized according to a tree �i�e�� hierarchically� with the source at the root �see Figure 
�� It
is assumed that a connection setup phase precedes the data transmission� during which the tree
is formed�� Data is produced by the sending application �sa�� and transmitted in packets by
the source� at the root of the tree� to the �rst�level nodes� Each of these nodes may have one or
two roles� to deliver received data to a local receiving application �ra�� and�or to forward �via
multicast� data packets to its own children� Feedpack packets �containing status from receivers�
are sent by child nodes �via unicast� to their parent� Therefore� the source is a sender� the leaf
nodes are receivers� and the internal nodes are both senders and receivers�� Internal nodes need
not have a receiving application� in which case they only forward packets�

Failures during communication between a parent node and its children result in packets be�
ing lost or corrupted and discarded by the network� The parent detects loss of data packets
through feedback packets containing negative acknowledgments �nacks�� Data losses are re�
covered through retransmissions� the parent keeps a copy of each transmitted data packet in its
bu�er until an acknowledgment �ack� for that packet is obtained from all children �in which case

�it is out of the scope of this paper to address the tree formation process �see Hofmann�����
�the words �sender� and �parent� are used interchangeably in the text� as well as �child� and �receiver��
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Figure 
� Example illustrating the general tree structure�

the packet becomes fully acknowledged�� Unless the maximum degree of any node is restricted
to small values� the volume of feedback packets generated may be su�cient to cause implosion
losses� For this reason� prmp employs a polling�based implosion avoidance scheme ��Hughes	����
a child only sends feedback when told to do so �through a poll request�� prmp introduces a novel
polling�based implosion avoidance scheme whereby a parent plans the polling of its children so
that the �ow of feedback �poll responses� through time is �adequate� enough to allow parent
to bene�t from fresh status� but not enough to cause implosion� The loss of poll requests or
responses is detected through timeouts� and results in the transmission of new requests�

The status kept by a sender about reception of data and its consumption at receivers is
maintained through a sliding window scheme� prmp extends this well�known concept to one�to�
many multicast� Each of the GS receivers �Ri� keeps a receiving window �rwi�� The sender keeps
a set of GS sending windows �swi�� one per receiver� Status from the set of swi�s is aggregated
in a global sending window �sw�� The feedback sent by a Ri �a response� contains a copy of rwi�
allowing the sender to update swi�

The protocol mechanisms for �ow control� error control� and congestion control derive from
the window scheme� and are applied independently in each level of the tree between a parent
and its children� prmp�s �ow control scheme prevents overrunning losses and the unnecessary
retransmissions that would ensue� a parent only transmits new data when it can assure that
all its children have a bu�er allocated to receive such data �according to sw�� Further� packet
transmission is throttled by an inter�packet gap� or ipg �transmissions are separated by at least
one ipg�� This is a purposely conservative scheme� because it aims at saving network bandwidth at
potential expense of throughput� The error control scheme saves bandwidth too� but by handling
retransmission requests collectively� In reliable multicast� an arbitrary subset of receivers may
require the retransmission of a given data packet� in prmp a parent chooses between multiple
unicasts and a single multicast retransmission according to the number of receivers requiring
retransmission� Finally� the congestion control scheme is similar to Van Jacobson�s tcp scheme
��Jacobson����� superimposing a congestion window on top of sw in order to temporarily restrict
the transmission of new data packets� Sliding window schemes in general scale poorly� because of
implosion and amount of protocol state at the source� prmp� however� is designed for scalability�
the next section addresses scalability limitations and how prmp overcomes them�



� Scalability

As shown by �Pingali	��� a simpli�ed sender�initiated extension of tcp to window�based multicast
will not scale� If the sender transmits a window of L packets to GS receivers� and every receiver
returns an ack upon receipt of a data packet� the sender would receive an �avalanche of L�GS

acks� The number of implosion losses that would result depends on many factors� such as
currently available host and network capacity� Depending on the con�guration� a simple sender�
initiated multicast protocol can cause implosion in groups with even less than ten receivers
��Barcellos	�a���

The scalability of a protocol can be mainly evaluated according to the impact that group
size has in the network cost and throughput of the protocol� Ideally� the protocol should behave
as e�ciently and as economically as unicast� For example� loss detection should be similar to
unicast� recovery time should not greatly exceed one rtt between source and receiver� and only
the subset of receivers that missed the packet are supposed to receive the retransmission� How�
ever� unicast throughput and cost cannot be achieved in practice due to a number of reasons�
but mainly because the probability of a receiver missing a packet in a multicast transmission in�
creases with group size �considering that losses have negative impact on throughput and network
cost�� There are other limiting aspects that may be linked with group size� depending on the
protocol� amount of status at the source� feedback �ow of acks� nacks� or session information
�e�g�� membership changes in dynamic groups�� etc� Finally� some protocols may impose certain
requirements� such as knowing in advance data stream size� or storing the data in a disk� which
are acceptable for a restricted class of applications only�

Group topology is another concern regarding scalability� large groups will be typically dis�
persed over several networks� possibly spanning the globe� rtts between source and receivers
may be very large �in the order of seconds�� Bandwidth may be very scarce� In such scenario�
throughput and cost might be seriously a�ected by error control design� Loss detection and
recovery should be mostly isolated from the rest of the group �network��

As mentioned in Section 
� receiver�initiated protocols are highly scalable because their design
makes the sender independent from receivers� that is� the sender does not control �or is aware
of� the group members� In this model� the sender transmits to a group using a group identi�er
�an IP class D address� without waiting for acks� instead� when receivers detect a loss� they
send a nack �a retransmission request�� Observe that a one�to�many reliable dissemination
is inherently driven by the sender� since it is the sender� not receivers� that decides when to
�re�transmit� to which receivers retransmit� and when to safely release packets from bu�ers�
This brings limitations to receiver�initiated protocols� as explained below�

There are two ways of implementing error control� forward error control �fec� or feedback�
based error control� In the former case� redundant information is added to the data stream
�typically at the end of the stream� to allow receivers to reconstruct lost data� while in the latter
the sender keeps a copy of transmitted data in case it needs to be retransmitted� There are
limitations with fec� including the processing e�ort required to compute the codes and the kind
of losses it �ts �independent� non�correlated losses�� The feedback�based error control in receiver�
initiated schemes generally relies on probability� the sender keeps a packet for an arbitrarily long
time� su�cient �in some probability� to allow any potential nack to successfully reach the sender
in time� despite being delayed or lost and retransmitted� As it is always possible that a delayed
nack arrives requesting the retransmission of a packet which has been already discarded from
the bu�ers� receiver�initiated schemes cannot provide full reliability�

The lack of status at the sender also brings problems for �ow control and congestion control
mechanisms� as follows� The sender aims to generate a packet �ow equals the consumption
rate of the slowest receiver� so that it neither overruns receivers nor slows down unnecessarily�
The sender cannot know the consumption rate of the slowest receiver because it does not keep
information about receivers� To attack congestion� a reliable multicast protocol must reduce



the load generated by the protocol whenever congestion is detected� and periodically probe
for potentially available load otherwise� Further� it should behave similarly to tcp to achieve
fairness among other multicast �ows� as well as with tcp �ows� In multicast congestion control�
the sender would need to keep track of individual �ows and behave conservatively according to
the set of monitored �ows �i�e�� act to clear out congestion of the worst �ow�� In receiver�initiated
protocols� it is hard for the sender to monitor �ows because it does not know the membership
and hence does not store status like �ow information about individual receivers�

In conclusion� the lack of status about receivers at the sender limits the protocol e�ciency and

increases its network cost� The design of prmp follows a di�erent approach� the sender knows
the membership and maintains status about receivers in a sliding window �see Section ��� The
sender pro�ts from this information to drive the transmission e�ciently� Scalability is enhanced
with polling feedback and hierarchy� as discussed below�

��� Polling feedback

To avoid implosion� the rate of incoming feedback must be uniformly distributed and not exceed
a given threshold �an �implosion threshold�� prmp�s polling mechanism reduces and distributes
the feedback through time� as follows� The sender plans the transmission of polling requests to
receivers according to expected arrival times of triggered responses� When the planned time ar�
rives� the request is sent� A polling request nominates a subset of receivers� to send feedback and
may be transmitted in a control packet �poll� or piggybacked onto a data packet �datapoll��
Upon reception of a packet containing a polling request nominating itself� the receiver unicasts
a response �resp� with a copy of its receiving window� The three fundamental aspects about
the polling scheme are� when receivers need to be planned a poll� how this poll planning is done�
and how the planned polls are carried out�

When a poll needs to be planned� The polling process is driven by the need to obtain
feedback from receivers� The protocol plans the sending of a request to a given receiver to happen
at an �adequate time �see below� and records this information in a table� A receiver can only
have a single poll planned at a time� There are three situations that prompt the polling of a
receiver �i�e�� this planning��

� data �re�transmission� to guarantee reliable delivery of a packet of a given sequence seq�
the sender needs to receive from each of the receivers at least one response acking seq�
When a packet is retransmitted to recover a loss experienced by a subset of receivers� only
that subset needs to con�rm its reception� So� whenever the sender transmits �new data
to a given set of receivers �potentially all�� the receivers in the set which do not have a
planned poll yet will be given one�

� �ow control � when feedback reports that all packets of the window have successfully arrived
at the receiver but none of them have been consumed by the application yet �full bu�ers��
the sender must wait and periodically poll the blocked receiver until the receiver announces
new free bu�er�s� �i�e�� that new data packets can be taken��

� retransmission timeout � packets carrying polling requests or responses can be lost� The
sender must re�send a polling request to a receiver when the receiver�s response fails to arrive
in �reasonable time �a retransmission timeout is calculated according to rtt estimates��
So� when a timeout of a request�response pair occurs� the receivers that failed to respond
to the request are planned a new poll �with priority over �standard polls��

How the poll planning is done� To achieve uniform distribution of response arrivals�
the poll planning scheme divides time into epochs� intervals of equal length� and associates a

�typically implemented with a bitvector�



�proportional� response quota to be allowed within each epoch� In Figure �� quota is represented
by boxes� �lled or empty� and is equal to � per epoch� The sender maintains a vector to keep
track of the number of responses that are being expected �i�e�� have been assigned� in epochs
ahead� so not to exceed this quota� In Figure �� the current epoch is full� the next has � responses
left� the third and fourth are full� and the �fth has � left� Examining from one rtt ahead� the
sender allocates a response to the earliest epoch with available quota that it can �nd� In Figure ��
although epoch x�� has quota available� the request�response round�trip time would not allow
a response to be sent and received before epoch x� �� When allocating a response to an epoch�
the response arrival may have to be delayed depending on the current occupation of epochs� In
Figure �� the arrival of the response has to be delayed until epoch x � � �delay denoted as td��
the transmission of the request �one rtt earlier� will be delayed accordingly� that is� in time td�
So� the �transmission of the� poll is planned to occur at time t�
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Figure �� Example illustrating the poll planning scheme�

How the planned polls are carried out� After the above planning has been performed
for a receiver Ri� the �rst outgoing data packet to be sent to Ri at or after t will carry a polling
request piggybacked on it �datapoll�� At time t �or shortly after�� if there is no outgoing data
packet to send� a control packet �poll� with the polling request is sent� The sender periodically
examines the set of planned polls and sends those which are �due �clock � t�� More precisely� it
checks for due planned polls �a� whenever a data packet is about to be transmitted �typically at
every ipg�� so to determine whether it can carry a piggybacked request� or �b� whenever there is
no data to be transmitted� when the next� if any� planned poll will be due�

The epoch length and response quota will determine the feedback rate and its uniformity�
Given a pre�set feedback rate� the shorther the epochs� the smaller the quota per epoch� The
shorther the epochs� the more uniform the arrival of responses� but the larger the protocol state
required to store the vector�

��� Hierarchic organization

The polling feedback suppression enhances the scalability of sender�initiated mechanisms� al�
lowing prmp to successfully extend the window�based one�to�one communication paradigm to
one�to�many� However� with polling alone the scalability of prmp remains limited� for the follow�
ing reasons� Firstly� recall that the implosion avoidance mechanism reduces the �ow of feedback
to the sender so that no feedback packets are wasted because of implosion losses� However� feed�
back is required by the sender in order to slide the window �see Section ��� Since the feedback
rate that the sender and its surrounding network can safely take is �nite� there will be a given



group size which will be large enough to make the employed response rate start blocking the win�
dow and become the bottleneck in the communication �unless a bu�er the size of the data stream
is used at all elements� like in rmtp �Paul	�� and mftp �Miller	���� From then on� throughput
would decrease and network cost would increase �more poll packets required�� Secondly� the
protocol state� enlarged with the polling mechanism� grows linearly with the number of receivers�
eventually straining sender�s resources� Thirdly� the polling scheme only addresses scaling issues
related to group size� not topology� in wide�area networks� data and control packets may have
to travel to and from distant receivers� making loss detection and recovery slower and more ex�
pensive� Finally� in wide�area multicasting� it is prohibitive to globally retransmit packets to all
receivers when only a few tend to share the same loss�

As previously indicated� these scalability limitations are eliminated by prmp with the help
of hierarchy� Tree�based schemes generally scale well for reliable multicast ��Levine	��� because
the responsibility for reliable delivery is placed not solely on the source but also on every parent
in the tree� This decentralization of responsibility results in three major advantages that help
promote scalability�

� status� the amount of protocol status which the source needs to keep about receivers is
reduced�

� implosion avoidance� the amount of feedback packets �owing to the source is reduced as
the number of receivers the source interacts with is reduced�

� localized error control � allows a receiver to recover losses from a nearby �parent� node
rather than from the distant sender� thus speeding up recovery and reducing the network
cost�

In prmp�s case� the tree structure is used not only for error recovery but also for propagation of
data� a child node not only sends its responses to its parent node� but also receives data from its
parent� �The source multicasts data to its children� not to the complete tree� and each of these
children forward �via multicast� the data they received to their own children� and so on�� This
arrangement has the advantage of localized �ow and congestion control � when a parent node is in
charge of forwarding packets to its children� it can swiftly adjust the transmission rate if a child
appears to be experiencing losses� That is� since a parent does both forwarding of data packets
and reception of feedback� it is in a better position to detect and deal with problems regarding
its receivers �such as congestion� more quickly and e�ectively�

In this hierarchic distribution of processing� nodes may have a �sending role �source at
root�� �receiving role �leaf receivers�� or both �internal receivers�� In Figure 
� roles correspond
to letters �S and �R� respectively� The sending role is to transmit packets to receivers �child
nodes�� wait for acknowledgments� and retransmit packets if required� the receiving role is to
receive packets from the sender �parent node�� return acknowledgments when packets contain a
polling request� and deliver data to a local receiving application if one is present� Note that only
data is forwarded� not control information such as polling requests� The workings of prmp� the
interaction between a parent node and its children� is dictated by a sliding window mechanism�
as shown in the next Section�

� A Multicast Sliding Window

To save network bandwidth� a reliable multicast protocol must e�ciently� �a� prevent unnec�
essary losses due to overrun receivers� �b� prevent unnecessary retransmissions due to false loss
detection� �c� minimize reception of unwanted retransmissions at receivers� This is achieved in
prmp through a multicast sliding window scheme�



Recall from Section � that a parent keeps a sending window sw and each child Ri� a receiving
window rwi� All windows are of length L packets� A rwi is characterized by the following
attributes� left and right edges �le and re� respectively�� the next expected data packet �ned��
the highest received packet �hr�� and a bitvector v �of length L�� The value of ned is the next
yet�to�be�received data packet �not necessarily missing�� The left edge le is either the next packet
yet to be received �equals ned� or the earliest unconsumed packet �packet has been received but
application has not consumed it yet�� the right edge re is always equal to le�L�� �re is used for
illustration purposes only�� The highest referenced sequence� hr� represents the knowledge of Ri

about which packets have been transmitted by the parent so far� The boolean vector v is indexed
by packet sequence seq� though only the packets with sequence seq such that le � seq � le� L

are �directly represented in v� Packet v�ned� is absent by de�nition �v�ned� � ��� for all packets
ned � seq � hr� Ri has received the data packet seq if v�seq� � �� the receiver is unaware of any
packets seq � hr�

The sender� on its turn� keeps a set of GS sending windows� one swi for each Ri� The
sending window swi is the sender�s latest knowledge of rwi at Ri� Like rwi� it is character�
ized by the following sequence numbers� left and right edges �le and re�� the next expected

acknowledgment �nea�� the highest referenced sequence �hr�� and a bitvector v �of length L��
The attributes swi�le� swi�re� swi�hr and swi�nea are the sender�s knowledge of rwi�le� rwi�re�
rwi�hr and rwi�ned� respectively� For any seq such that swi�nea � seq � swi�hr� swi�v�seq� � �
indicates that Ri has acked data packet seq� packets that have not been acked may have been
nacked or not �see error control below�� When the sender receives a response packet �resp�
from Ri� it updates its variables related to Ri as follows� swi�le � maxfswi�le� resp�rw�leg�
swi�hr � maxfswi�hr� resp�rw�hrg and only then� for all seq� resp�rw�le � seq �resp�rw�hr�
swi�v�seq�� swi�v�seq��resp�rw�v�seq��

The set of GS swi�s is aggregated in a global window� sw� which inherits all attributes of an
swi apart from v� but on the other hand adds three new attributes� hs� Ackedseq� and Nackedseq�
The value of sw�hs represents the highest data packet �sequence� sent so far� Ackedseq and
Nackedseq are receiver sets compiled on demand from the set of swi�s� representing the subset
of receivers that have acked seq and nacked seq� respectively� The sw attributes le� re� and nea

are compiled upon demand as follows� sw�le � min fswi�leg� sw�re � min fswi�reg� sw�nea �
minfswi�neag� The value of sw�nea represents the �rst non�fully acked packet� whereas sw�re
the highest packet that can be safely received by all children�

The above multicast sliding window scheme is the core of the error� �ow� and congestion
control mechanisms of prmp� Below� the description of the window scheme is extended while
such mechanisms are discussed�

��� Error Control

Recall that the loss of control packets �poll requests and responses� is distinguished from the
loss of data packets� The former is detected through timeouts and simply recovered by sending
a new poll request to the receivers that failed to respond� To set a proper timeout� the sender
estimates the rtt between itself and each receiver� for that purpose� it includes a timestamp
when sending a poll request� to be returned unmodi�ed within all generated responses�

The design of the error control scheme for data losses is based on the fact that a response
from receiver Ri brings� through a copy of rwi� multiple acks and nacks together �besides
acking all packets before rw�ned�� At any point in time� it is possible �likely� that a parent is
expecting two or more resp packets from a given receiver� So� a packet of sequence seq may be
acked and nacked multiple times� and in arbitrary order because of network reordering�

Data losses are detected through �identi�cation of nacks in the rwi that exist in a response�
Acks in a response are easy to identify� being the 
�s in v� resp�rw�v�seq� � �� Nacks� however�
depend on the causal relation between �re�transmissions and responses� a given response resp



can only ack or nack packets that have been �re�transmitted before �or with� the poll request
that triggered resp� In other words� receivers need a chance to be polled before they can ack or
nack a given packet transmission� The mechanism employs the value of sw�hs and timestamps
to accomplish that� as follows� First consider the simpli�ed case of sequential transmission of
data� which occurs at the source� The value of sw�hs is included with every poll request to
make receivers aware of which packets should have been received� A receiver updates rwi�hr

with the maximum sequence received �using the copy of sw�hs in the request�� This allows the
sender to infer from swi that Ri has� for any seq such that seq � swi�hr� acked packets with
swi�v�seq� � � and nacked those with swi�v�seq� � �� All packets in resp�rw�v with seq such
that swi�hr � seq � sw�hs were sent with or after the poll that triggered resp�

In the hierarchy of prmp nodes� the source is the only sender that is guaranteed to transmit
data packets in order� since the sending application will be locally generating a data stream�
Internal nodes� in contrast� are allowed to forward data packets out�of�order� if seq�� has been
received �rw�seq � �� � �� but not seq �rw�seq� � ��� and seq � � can be safely stored by all
children �seq�� � sw�re�� then packet seq�� is multicast� In these circumstances� the value of
sw�hs still indicates the highest packet transmitted� but becomes insu�cient to identify nacks�
This design decision increases throughput but complicates error control� To verify the causal
relation between a response resp and the most recent �re�transmission of seq� the sender records
�re�transmission times �tseq� of all packets such that sw�nea � seq � sw�hs and� when required�
compares tseq with the timestamp in resp �denoted as resp�ts� it is the same transmission time
that is employed in rtt estimation�� When a response is received� the nack seq are any seq

such that� resp�rw�v�seq� � � � seq � resp�rw�hr � tseq �resp�ts� If not a nack seq� it is
because seq may have been �re�transmitted after the poll that generated the response or not
even sent yet�

An example of error control involving a three�level tree is illustrated in Figure �� it shows
the reliable transmission of data from the source to an internal receiver and the forwarding that
takes place from the internal receiver to a leaf receiver� The parent of receiver Rs� the source
S� transmits four packets� data�seq � ��� data�seq � ��� data�seq � ��� which is lost by the
network� and datapoll�seq � ��� which requests a response from Rs to acknowledge all four
packets� Packet data�seq � �� arrives at Rs and soon is forwarded as datapoll�seq � ��hs �
��� data�seq � �� also arrives at Rs and is forwarded� at around time 	�� as data�seq � ���
datapoll�seq � �� arrives at Rs� and is forwarded to Rs�i at time 
� as datapoll�seq � ���
note that packet seq � �� is currently missing at Rs and thus has not been forwarded yet �t��
is set to ��� Just before time ���� a retransmission of seq � �� from S arrives at Rs� and is
forwarded to Rs�i as data�seq � ��� Rs sets its t�� to ���� Soon after forwarding seq � ��� Rs

receives a response from Rs�i with resp�rw�v���� � �� resp�rw�hr � �� and resp�rw�ts � 
��
Rs compares the timestamp in the response� resp�ts � 
�� with t�� � ���� and �nds out that
this response does not reference seq � �� �poll�response pair at 
� precedes transmission at �����
The response does reference� however� packets seq � ��� seq � ��� and seq � ��� which have all
been transmitted before or with the polling request at time 
�� If evaluated by Rs� Nacked��
will not contain Rs�i� but Acked��� Acked�� and Acked�� will�

Recovering losses collectively� Once a nack seq has been identi�ed in a response�
the loss of seq �by a given Ri� needs to be recovered through a retransmission and eventually a
request�response pair� Such data retransmission may be delayed in order to collectively handle
the loss of a packet seq which was multicast� This delay is part of a con�gurable �wait�and�
see mechanism which aims to select the best choice in terms of retransmission according to
the proportion of receivers �out of GS� that requested recovery� The more receivers require a
retransmission� the more advantageous is to re�multicast the packet� however� isolated losses are
better treated with multiple unicast retransmissions�

The recovery process of seq is triggered by the arrival from any of the receivers of the �rst
nack seq �i�e�� Nackedseq 	� ��� and persists until seq becomes fully acked �i�e�� Ackedseq � all��
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Figure �� Example of communication involving three levels� S� Rs� and Rs�i�

It has two stages� collection and retransmission� collection stage consists in waiting for the
potential arrival of responses from other receivers with a nack to the same packet� When
collection ends� there is a retransmission� and retransmission stage starts� The switch from
collection to retransmission is triggered by one of the two conditions below�

�c
� the sender has collected a number of nacks for seq which is su�cient to justify a
multicast retransmission �when cardinality of Nackedseq exceeds some threshold��

�c�� the sender has collected �from all receivers� responses with acks and nacks regard�
ing seq� which means that there will be no additional nacks for seq �Nackedseq 

Ackedseq � all��

Conditions �c
� is tested whenever seq is nacked for the �rst time by a given receiver� while �c��
is tested �after �c
�� whenever seq is acked or nacked for the �rst time by a given receiver� If
�c
� is true� the packet is re�multicast� If �c
� is false but �c�� true� the sender performs multiple
unicast transmissions� one for each receiver that has requested recovery� If both are false� there
is no progress of stage� After the retransmission� seq stays in retransmission stage until fully
acked� If retransmissions themselves are lost� the collection stage is not repeated� nacks of
retransmissions are dealt with swiftly with unicast retransmissions�

��� Flow Control

One of the purposes of the sliding window scheme is to record current allocation of packets to
bu�ers� The range of packets that can be present in the bu�ers is delimited by left and right
edges� For a receiving role� the progress of rwi�le� and thus of rwi�re� will be dictated by the
sequential consumption of data by the local receiving application� For a sending role� the swi will
slide forward according to the consumption of data reported by Ri and other children through
rwi�re in responses� Ri�s parent uses sw�re� the smallest right edge reported by any child� to



determine the highest transmittable packet� So� before multicasting seq the parent makes sure
that all receivers have a bu�er readily available for seq �i�e�� seq � sw�re�� This scheme is an
extension of tcp�s window�based �ow control� a conservative approach intended to prevent any
overrun losses�

In internal nodes� the bu�er of L packets is shared between sending and receiving roles�
making the sending role�s sw and receiving role�s rw interdependent� Any non�fully acked packet
seq in sw has to be kept in the bu�ers of the internal receiver because it might have to be
retransmitted by the sending role� Thus� rw cannot slide forward if packet seq � rw�le cannot
be released because seq has not been fully acked in sw �i�e�� Ackedseq 	� all and seq � sw�nea��
In other words� the internal node can only release a packet from the bu�ers when it has been
both consumed by the local application �if present� and fully acked� When the receiving role of
an internal node reports the highest receivable packet to its parent� it subtracts from the normal
value �rwi�re� the number of packets in the bu�er that have to kept because of the sending role
�packets not fully acked��

If the consumption stops at a child node� the sending window of its parent will get eventually
stuck �when all packets have been fully acked� but child reports that there is no space for a new
packet to be received�� This �ow control scheme ensures that if a given receiver �falls back �is
slow�� there will be �backpressure through multiple levels towards the source�

��� Congestion Control

prmp embodies two distinct congestion control schemes to deal with congestion in communica�
tions involving large internetworks� rate�based and window�based�� The window�based scheme
is an adaptation of the Van Jacobson�s congestion control scheme used in tcp �in fact� this dis�
cussion applies particularly to the Internet context�� Based on the assumption that most losses
in the Internet are caused by queue over�ow in congested routers� and not by packet corruption
��Jacobson����� congestion is detected through packet losses reported by receivers� A response
with a nack is seen as �hint of congestion somewhere between the parent and a child� When a
given packet is nacked for the �rst time �Nackedseq 	� �� it indicates congestion� and thus results
in load reduction� when a packet becomes fully acked �Ackedseq � all�� it indicates successful
transmission and results in load increase�

To vary the load� the transmission of new data packets is restricted by a �congestion window
�sw�cwnd�� The value of sw�cwnd is subject to multiplicative decrease �divide by �� when the
detection mechanism indicates congestion� and to additive increase �add 
�sw�cwnd� when the
detection mechanism indicates potential available load� Congestion control adds to �ow control
and alters the way the highest transmittable packet �i�e�� the right edge of the sending window�
is calculated� reducing sw�re so that the transmission of new data packets is refrained� Because
prmp employs selective retransmission� only those packets in sw which are not acknowledged
are counted as outstanding data� poll packets �which tend to be small� are una�ected by the
congestion window�

Like tcp� prmp employs slow start� The value of sw�cwnd starts with 
 packet� and during
slow start� it is increased by 
 packet every time a packet gets fully acked� until a nack is
received �a packet in sw has been nacked for the �rst time�� This is the point when the detection
mechanism indicates that the right load has been reached� leading the value of sw�cwnd to be
halved� and then onwards additively increasing the value of sw�cwnd by 
 packet every window
of data� prmp employs �fast recovery ��Stevens	���� slow start is applied only at the beginning
of a session� and not after every loss�

�due to space restrictions� only the window�based scheme is presented� please see Barcellos��c� for a description
of the rate�based scheme�



� Related Work

Many reliable multicast protocols have been proposed in the recent past� This section brie�y
compares prmp with three other representative reliable multicast protocols� srm� rmtp� and
mftp�

The srm�scalable reliable multicast protocol ��Floyd	��� follows the Application Level Fram�

ing approach and is supposed to be part of a many�to�many multicast application� prmp� in
contrast� is a generic one�to�many protocol� The error control mechanism of srm is based on
the multicasting of nacks and retransmissions to the entire group� any receiver is able to re�
transmit as long as it has the packet currently stored� One one hand� this can greatly reduce
packet loss recovery times� but on the other hand tends to �ood the network with unwanted
packets� specially if the number of shared losses is small� To prevent an �explosion of redundant
nacks and retransmissions� receivers run a distributed random�based suppression scheme� which
reduces redundancy but may in�ict substantial overhead as it requires each node to periodically
estimate the rtt between itself and all other nodes� Even if the suppressing mechanisms achieves
perfect random delays� and there is no loss of feedback packets� the best srm scheme can achieve
in terms of cost is � multicast operations �
 nack and 
 retransmission� per recovery� As dis�
cussed in Section �� the larger the group� the higher the probability a given packet will require
recovery �by one or more receivers�� For example� in a study of the Mbone by �Yajnick	��� ���
of transmissions in the experiment required recovery� prmp� instead� handles packet losses �a�
hierarchically� a parent will recover losses experienced by nearby children and� �b� individually�
a parent will use unicast to recover losses that a few children experienced� These srm shortcom�
ings have been recognized and are being addressed in srm by adding hierarchy to its symmetric
structure ��Sharma	����

rmtp�reliable multicast transport protocol ��Lin	����Paul	����Buskens	��� is more similar
to prmp� rmtp is a one�to�many protocol that relies on hierarchy and periodic �timer�based�
transmission of feedback from child receivers for enhanced scalability� rmtp is organized as a
two�level logical tree� receivers are grouped into �local regions� each with a special receiver� the
�Designated Receiver �dr�� The source� at the root of the multicast tree� employs IP multicast
to send data packets to all receivers �including drs� in the tree �unlike prmp�� A receiver or dr
sends feedback only to its parent� and it does that periodically� according to a timer� To build
the logical tree� receivers choose their parent dr autonomously� and the parent node� source or
dr� does not know the child nodes it parents� That is� rmtp is receiver�reliable� and this a�ects
the design of rmtp error and �ow control mechanisms� as below�

The error control mechanism of rmtp is based on the fact that the sender transmits up to a
window of data packets and then waits for a period of time which should be long enough to allow
all potential receivers out there to report losses� After this period� the source or dr advances
the window to the lowest packet sequence which was nacked� and retransmits reported losses�
Hence� in rmtp it is possible that the sender receives retransmission requests for packets that
have been �left behind in the window� and thus have been discarded� rmtp overcomes such
problem by requiring the sender and all drs to store �cache� all data� irrespective of the size of
the stream being transmitted �i�e�� �in�nite bu�ers abstraction�� So� in rmtp all nodes must
store all data in their disks in order to achieve full reliability� Disk operations may� of course�
a�ect performance� In prmp there are no such requirements� and communication takes place
using the memory which is made available for a parent and its children� Parents in prmp know
their children� so that they do not need to wait for nacks that might exist before advancing the
window� as soon as all children have responded �and a packet becomes fully acked�� the parent
can safely slide the window�

The multicast file transport protocol� or mftp ��Miller	���� is designed for uploading �les to
multiple receivers� The unique aspect of mftp is the way it organizes a transmission� the �le to
be transfered is sent through multiple �passes� Before transmitting� the �le is logically divided in



�blocks� and blocks in �data transfer units �dtus�� A feedback packet which is sent by a receiver
contains a bit vector which refers to all dtus within a given block� In the �rst pass� the entire
�le is sent block after block� At the end of each block� the sender multicasts a �Status Request
message identifying the current pass and block� Like a poll� this request allows receivers to
return a response requesting the retransmission of packets within the identi�ed block� however� a
receiver only sends a response for the block if there were losses� The sender does not wait for such
responses� immediately proceeding to the next block� The �rst pass ends with the transmission
of the last block� If one or more responses requesting retransmissions have arrived during the �rst
pass� the sender starts a second pass in which it re�multicasts all packets which have been nacked
by one or more receivers� For each block� the sender checks if there were losses reported� if so� it
retransmits all nacked packets within the block� and then multicasts a Status Request to allow
receivers to negatively acknowledge the retransmissions �in case retransmissions themselves are
lost�� When the last block has been processed� the sender checks if any retransmission requests
have been received� if so� it starts a third pass� and this continues until no response is received�
When there is a pass where no response �thus retransmission request� has been received� the
sender multicasts a Status Request regarding all blocks� and waits on a �user�de�ned� timer� A
receiver which misses some data packets but successfully receives such Status Request message
transmits to the sender as many responses as there are blocks with missing packets� When the
timer expires� the sender starts a new pass to retransmit missing data� Otherwise� if the timer
expires without responses� the sender sends a termination message to all receivers �such message
varies according to the group model being employed� see �Miller	�� for details��

Comparing with prmp� mftp uses �poll�all messages in order to allow receivers to request
retransmissions� unlike prmp� receivers may remain silent �if they did not experienced any loss��
Though this reduces the risk of ack�implosion� it allows the sender to wrongly infer that there
were no losses if no nack is received� Further� if losses are correlated and a great number of
receivers experiences at least one loss within the same block� the sender may still be imploded�
mftp does not include �ow control� the sender employs a �xed transmission rate throughout
the transfer� if one or more receivers are being overrun by the sender� they will report losses�
which will lead to retransmissions� and to waste of network bandwidth and increase in end�to�end
latency� There is no congestion control either� If one or more of the �ows passing through routers
that are or become congested� a large amount of packets may be dropped� Even if receivers report
losses to the sender� the sender keeps transmitting at the same pace� Like rmtp� mftp requires
that all i�o devices involved allow random access� Finally� mftp cannot guarantee full reliability�
the sender transmits a Status Request and waits for responses during a given time� if the request
or the response is lost� the sender will wrongly assume that all is well� This is di�erent than
rmtp� in which receivers send feedback periodically so that a long wait delay at the sender may
allow multiple feedback packets to be sent� increasing the probability that one or more feedbacks
reach the sender� Unlike prmp� in mftp there is no retransmission of request or response�

� Concluding Remarks

This paper presented prmp� prmp�s unique implosion avoidance mechanism polls receivers
at carefully planned timing instants achieving a low and uniformly distributed rate of feedback
packets� The sender retains controls of receivers� the main prmp mechanisms are based on a one�
to�many sliding window mechanism� which e�ciently and elegantly extends the abstraction from
reliable unicasting to reliable multicasting� The error control mechanism of prmp incorporates
the use of nacks and selective� cumulative acknowledgment of packets� additionally� it can wait
and judiciously decide between multicast and selective unicast retransmissions� The �ow control
mechanism prevents unnecessary losses caused by the overrunning of receivers� despite variations
in round�trip times and application speeds� Congestion control reduces the number of losses in



case of network congestion and allows network conscious multicast transmission�
The scalability provided by the polling mechanism is further extended by an hierarchic orga�

nization to exploit distributed processing and local recovery� receivers are organized according
to a tree�structure� Unlike other tree�based protocols� prmp is �fully�hierarchic� each parent
node forwards data via multicast to its children� and retains�explores the control of and knowl�
edge about its children while autonomously applying error� �ow and congestion controls in the
communication with them�

This paper only provides an informal comparison with similar protocols� Simulation ex�
periments are desired in order to quantitatively compare prmp with other reliable multicast
protocols� This is hard� however� because it is necessary to implement all protocols under the
same simulation environment� also� because each protocol has protocol�speci�c input values that
have to be tuned for best performance� �nally� there is no such thing as �typical scenario in the
Internet� and protocols may perform di�erently according to the group size and topology� De�
spite these di�culties� we intend to develop a simulation study to compare these protocols using
either the widespread �ns network simulator ��ns�� or the multicast�oriented network simulation
environment described in �Barcellos	�c��
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