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Abstract

In this paper we describe a new algorithm for a multi-class ATM (asynchronous transfer mode) buffer controller that
performs differentiated treatment depending on the cell’s service class and prierity. The algorithm is based on multiple linked
lists for each class and avoids time-consuming iterating searches in the buffer. The algorithm is being implemented in an
application specific integrated circuit that will be part of an ATM switch.

Resumo

Este artigo descreve um novo algoritmo para controlador de buffer multiclasse em um comutador ATM
(asynchronous transfer mode). Diferentes tratamentos sfio executados dependendo da classe de servigo e da prioridade das
células. O algoritmo ¢ baseado em miltiplas listas para cada classe e proporciona a redugiio do tempo de processamento através
de pesquisas iterativas no buffer. Este controlador faz parte de um comutador ATM e estd sendo implementado em um circuito
integrado de aplicagiio especifica.

1. Introduction

One of the most important features of ATM nets is their ability to provide adequate services for
different types of information such as data, voice, and video [6].

Each type of information has its particular quality of service requirements [4]. For example, voice
transmissions need low transfer delay whereas data need low loss rate to avoid retransmission.

The quality of service (QOS) can be defined by a set of parameters such as cell loss rate, cell
misinsertion rate, cell transfer delay, cell delay variation, etc. In order to simplify operation management, a
certain number of classes can be defined. Each class corresponds to a set of service quality parameter values,
The network client may choose among the classes offered by the network provider when he negotiates a
virtual channel for his transmission.

The efficiency of ATM networks depends on the source traffic characteristics and the strategies for
network control, switching, and transmission. Given a determined physical channel bandwidth, the parameters
that have the highest impact on network efficiency are strongly associated to the buffering mechanisms
used [7]. Thus, the overall performance of the ATM switch is largely determined by the intelligence of the
buffer controller.

Several buffer management strategies have been proposed, based on buffers with separate queues
assigned to each class of traffic [6].

- head of line priority

Cells belnn[ging to a higher class are always served first. Cells belonging to a lower class must wait
until all the cells of the higher classes have been served.

- weighted round-robin
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The queues are served in a cyclic fashion. Queues belonging to higher classes are served more often
during one cycle than queues belonging to lower classes.

- push-out

A high-priority cell can enter a queue that is already full, expelling a low-priority cell.

- partial sharing

When a queue is filled above a certain threshold, only high-priority cells can enter the queue.

The implementation described in this paper uses head of line priority and push-out (see section 3).

In ATM, data are divided in cells of 53 bytes. Each cell that enters an ATM buffer has an associated
class and the buffer must treat the cell accordingly. The buffer controller must decide what to do with the cell
before the next cell arrives. At high data rates (155 Mb/s or 620 Mb/s) this decision must be taken in a few
microseconds or in even less than one microsecond. This speed requirement is very difficult to fulfill with a
general purpose processor: either the buffer input cell rate must be limited or the buffer controller must be
simplified. A high buffer input cell rate and a sophisticated buffer controller can only be implemented in
application specific integrated circuit (ASIC).

The buffer controller described in this paper is part of an 8x8 ATM switch being implemented in the
ProTeM II/COMATM project [3]. The switch consists of a general purpose crossbar router surrounded by 8
ASIC companions. The crossbar router called RCube is developed by an European research group including
the MASI laboratory, University of Paris VI, France. and BULL, France [8]. The companion chip called
ABSE (ATM Basic Switching Element) is being developed by researchers from USP, UFPE, and UFPB.

In the following section the exact specification for the COMATM buffer is described. In section 3 we
show the algorithm that implements this specification and in section 4 we briefly describe the hardware
implementation of the algorithm. The last section gives some conclusions about the potentials of the
algorithm and the hardware implementation.

2. Buffer Controller Specifications

In the COMATM switch the buffers are located at its outputs ports. This alternative presents the best
delay and throughput figures [5]. Data enter the buffers coming from the RCube crossbar. The output of
each buffer goes to a physical interface circuit using the UTOPIA [1] interface protocol.

The maximum input bit rate of the buffer is 480 Mb/s for an RCube chip working at 60 MHz clock
speed. This corresponds to a minimal mnput cell period of 0.93 ms. The output bit rate is 155 Mb/s,
corresponding to a minimum output cell period of 2.89 us.

The buffer must be able to hold up to 2000 cells.

The implemented controller must support 3 classes even if it may be extended to 5 classes as
recommended by the ATM Forum [9]. Each class has two priorities: high priority (CLP=0) and low priority
(CLP=1).

When a cell comes into the buffer, the controller assigns it a free address in the buffer if there is any
space left. If the buffer is full, the controller discards a cell.

When the buffer contains only cells that belong to a higher class than the incoming cell, the incoming
cell is discarded. When the buffer contains cells of the same class as the incoming cell but no cells of a lower
class and the incoming cell has low priority, again the incoming cell is discarded. In all other cases, the
controller discards a cell from the buffer.

The controller searches for the cells in the buffer that have the lowest priority class. Among them it
looks for cells having low priority. If there is at least one, it discards the one that entered the buffer most
recently, If the lowest priority class has only cells with high priority (CLP=0), it discards the cell of that class
that entered the buffer most recently.

When a cell can be sent out of the buffer (signal TxClav=l from the UTOPIA interface) the
controller looks for the cell of the highest priority class that first entered the buffer. The cell loss priority
(CLP) has no influence on the choice of the outgoing cell. This is because cells from the same virtual channel
can have high or low priority and the order of the cells of the same virtual channel must not be changed by
the ATM switch.

3. Buffer Organization

Studying the specifications, it is easy to see that any algorithm suited for implementation must avoid
any iterating searches throughout the buffer because it is technically impossible to do up to 2000
access/compare cycles in only 0.93 ms.

One way to avoid iterative searches is to allocate physical memory of 2000 cells for each class. This
aproach would result in a very simple buffer controller but in a threefold increase in buffer memory.

A better solution is to organize the buffer using linked lists [2]. When the lists are correctly
organized, the right cell address can be obtained by one direct access/compare operation. However, one or
two further modify accesses are needed for certain operations in order to re-organize the list, for example
when a cell is discarded.

The system of linked lists proposed in this section not only allows the implementation of the head of
line strategy for different classes [2], Eut also the push-out strategy for low-priority cells. In the following, we
will first re-formulate the specifications and then propose an adequate structure of lists.
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Let us increase the buffer size by one cell and at the same time let us assume that there is always space
left in the buffer for at least one cell. Thus, the effective buffer size is not altered.

When a cell comes into the buffer, it is directly written in that free space.

Immediately after the cell has been received, the controller checks ilplhem is still free space left in the
buffer so that the next incoming cell could be written. If the buffer is full, one cell is immediately discarded
from the buffer. The cell that must be chosen is the one that has the lowest priority class, having fow priority
if available, and having entered the buffer most recently. Note that exactly under the conditions mentioned in
section 2, the cell that has just been received is discarded.

As far as outgoing cells are concerned, the specification remains unchanged.

One can see that the re-formulation makes the specification simpler and easier to implement, at the
expense of physical storage space for one more cell.

In the following the set of lists that are used to organize the buffer are described.

The free cell addresses are linked together by a one-threaded list that starts at pointer F and ends at
address 0 (this address can not be used to store any cell).

There is a pair of lists for each class. The first list contains all the cells of the class. The second list is a
subset of the first. It contains only the cells that have low priority. Both lists have two threads: a forward
thread and a backward thread. Both lists have the same start address. However, the start address must not be
used to store any cell.

The buffer controller has direct access only to the start and the end of each list and sublist. Program 1
and program 2 describe the functionality of the list controller.

link next_cell address to end of all priorities of class d
if CLP=1 then

link next_cell address to end of low priorities of class d
end if

if free is not empty then
take address from end of free and assign to next_cell address
else
for lowest priority to highest pricrity class
if all priorities of class is not empty then
if low priorities of class is not empty then
take address from end of low priorities of class
and assign to next cell address;
using forward thread of all priorities of class,
link preceding address to following address;
using backward thread of all priorities of class,
link following address to preceding address;

glse
take address from end of all priorities of class
and assign to next_cell address;

end if

exit for

end if
end for
end if

Program 1: Procedure executed when cell of class d and priority bit CLP enters the buffer
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for highest priority to leowest priority class
if class is not empty then

take address from start of all priorities of class
and link it to end of free:
send out cell at address now at start of all pricrities;
exit for;
end if
end for

Program 2: Procedure executed when a cell is sent out of the buffer

In figures 1 to 5 a buffer with 2 classes and an effective capacity of 4 cells is shown in different states.
The buffer has physical storage space for 8 cells. Figure | shows the initial state of the buffer: all the 4 free
cells are in the list of free cell addresses and the lists of classes A and B are empty. Cell address 7 is reserved
for the next incoming cell.

While an incoming cell is being written at the reserved address, it is linked into the class and priority it
belongs to. Immediately after the cell has been completely received, an address is taken from the end of the
free address list to be ready for the next cell.
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Figure 1: Initial state of the buffer,

In figure 2, one can see the state of the buffer after reception of:
- a cell for class A, CLP=0 (address 7),

- another cell for class A, CLP=0 (address 6),

- a cell for class B. CLP=0 (address 5),

- a cell for class A, CLP=1 (address 4).
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Figure 2 : State of the buffer after reception of cells.

Now suppose that we are enabled to output a cell from the buffer. As long as there are cells in the
highest priority class (class A), the cell to send is taken from the start of this class.

Figure 3 shows the state of the buffer after one cell (address 7) has been read out. Address 7 is now
used to mark the start of the lists for class A and address 1 is free.
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Figure 3 : State of the buffer after one cell (address 7) has been read out.

Figure 4 shows the buffer after one more incoming cell of class A. The next cell was taken from the
free address list and the buffer is now full.
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Figure 4 : State of the buffer after one more incoming cell of class A and low priority has been
written.

Figure 5 shows the buffer after one more incoming cell of class A, high priority, has been written.
Note that in order to find a new address for the next cell, the last cell of class B (address 5) had to be
discarded. If the cell that was written had been of class B instead of class A, that same cell would have been
discarded. This is exactly what the initial specification demands: if an incoming cell has equal or lower class
and priority than the cells already in the buffer, this incoming cell is discarded.
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Figure 5 : State of the buffer after one more incoming cell of class A and high priority has been
written.

In figure 6, another incoming cell of class A, high priority, has been written. This time, a cell from
class A had to be discarded because class B was empty. As there are cells with low priority (CLP=1) in
class A, the last one of them (address 3) is discarded in order to become the next cell. Note that the pointers
between address 1 and address 4 had to be readjusted so that the threads of the list are not broken.
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Figure 6 : State of the buffer after another incoming cell of class A and high priority has been
written,

In this section, the lists that are used to organize the buffer have been presented and an example with
a reduced number of classes and cells has been presented. It has been shown that all necessary operations can
be performed by direct accesses from the start or the end of the lists, thus enabling real time operation of the
hardware implementation.

4. Hardware Implementation

In the hardware implementation, the lists are physically separated from the cells. The cells are stored
in a pool off chip [2]. while the lists are stored in on-chip RAM (random access memory). A simplified
schematic of the circuit is shown in figure 7.

The interfaces and the list controller were implemented in the hardware description language VHDL
(very high speed hardware description langage). The description language is similar to a software
programing language. but has special constructs that allow to express parallelism (process) and timing (wait
until clock'event). This description was simulated for validation and synthesized automatically in the Cadence
framework. The standard cell library used for VLSI (very large scale integration) implementation is ECPDO7
from European Silicon Structures. Table 1 lists some characteristics of the implementation.

The functional correctness of the description was validated using a test bench that contains every
possible test cenario. This test bench was also written in VHDL and is independent of the internal circuit
architecture and the abstraction level of the buffer controller. The behavioral description of the buffer
controller and the test bench were carried out by different designers, both starting from the specifications.
This working strategy improves the quality of the test.

Before fabrication of the VLSI chip, the buffer controller will be put together with the other parts that
form the ABSE.
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Figure 7 : Schematic of the circuit.
maximum clock frequency 64 MHz
on-chip RAM area 26.9 mm<
cell area of list controller 1.2 mm?2
number of logic gates 1282
number of registers 24
number of transistors 17582

Table 1 : Characteristics of the chip.

5. Conclusion

The buffer controller architecture proposed in this paper is able to improve overall switch
performance and link utilization factors through more sophisticated buffer management because it supports
multiple classes as well as low/high priority within each class. Using a high-level synthesis tool, the complex
operations involved could be implemented in dedicated hardware observing the tough timing requirements
for high speed ATM switches.
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